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Preflight ground flat-field calibration is significant to the development phase of space astronomical telescopes.
The uniformity of the flat-field illumination reference source seriously decreases with the increasing aperture
and the telescope’s field of view, directly affecting the final calibration accuracy. To overcome this problem, a
flat-field calibration method that can complete calibration without a traditional flat-field illumination reference
source is proposed on the basis of the spatial time-sharing calibration principle. First, the characteristics of the
flat field in the spatial domain taken by the space astronomical telescope are analyzed, and the flat field is divided
into large-scale flat (L-flat) and pixel-to-pixel flat (P-flat). They are then obtained via different calibration experi-
ments and finally combined with the data fusion process. L-flat is obtained through star field observations and the
corresponding L-flat extraction algorithm, which can obtain the best estimation of L-flat based on numerous pho-
tometry samples, thereby effectively improving calibration accuracy. The simulation model of flat-field calibration
used for accuracy analysis is established. In particular, the error sources or experimental parameters that affect the
accuracy of L-flat calibration are discussed in detail. Results of the accuracy analysis show that the combined uncer-
tainty of the proposed calibration method can reach 0.78%. Meanwhile, experiments on an optic system with a
8142 mm aperture are performed to verify the calibration method. Results demonstrate that the RMS values of the
residual map are 0.720%, 0.565%, and 0.558% at the large-, middle-, and small-scale, respectively. The combined
calibration uncertainty is 0.88%, which is generally consistent with the results of the accuracy analysis. © 2023

Optica Publishing Group

https://doi.org/10.1364/AO.498846

1. INTRODUCTION

Ground flat-field calibration, which aims to correct the radia-
tion response variations within the entire optical path, is crucial
to the development phase of space astronomical telescopes
[1–3]. According to the calibration plan, flat-field calibration
can be divided into ground laboratory and on-orbit flat-field
calibration [4]. Data obtained from ground flat-field calibration
are significant flat-field references in the early on-orbit operation
phase [5,6], especially the high-quality monochromatic flat
fields that are difficult to obtain directly by star field observation.
A sufficient ground test can greatly reduce the commissioning
time and operation risk of the instrument during the postlaunch
phase.

Ground flat-field calibration commonly demands a flat-
field illumination reference source that covers the field of view
(FOV) and aperture of the telescope [7,8]. The commonly
adopted approaches use an integrating sphere light source or
flat-field screen illumination as the reference source [9–12]. The

integrating sphere light source can achieve excellent radiance
uniformity at the sphere orifice, but a large-aperture integrating
sphere would greatly enhance the manufacturing costs and
increase difficulties as the telescope aperture increases. Taking
the 2 m orifice diameter of the integrating sphere as an example,
the required diameter of the sphere should reach 4.47 m to
achieve the expected radiance uniformity. As a result, this poses
a challenge to manufacturing and heat dissipation control. The
Dark Energy Survey Camera, Panoramic Survey Telescope, and
Rapid Response System use reflective and transmissive flat-field
screen illumination, respectively [11,12]. However, given stray-
light effects and the physical properties of the screen, the total
uncertainty is 5% for the reflective method and 7.3% for the
transmission method. In addition, most space telescopes need
a low-temperature environment to obtain high signal-to-noise
ratio (SNR) data; the calibration test thus has to be completed
under vacuum and in a cold black environment [9,13]. As a
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result, the environmental adaptability problem of the flat-field
illumination reference source becomes fairly complicated.

To eliminate the dependence on the illumination reference
source, the Large Synoptic Survey Telescope uses a subaperture
collimated beam projector to build a star field and then com-
pletes the measurement of the low- to midspatial frequency
flat field [14–16]. This method does not suffer from stray-light
effects or the reflections (known as ghosting) present when
using flat-field illumination. When calibrating the Kepler space
telescope, the flat-field model includes large-scale geometric and
small-scale (pixel-to-pixel) flats [17–19], where small-scale flats
are obtained through a source that uniformly illuminates the
detector during ground tests. For large-scale flats, an additional
on-orbit calibration plan of star field observations is needed.
The results show that the local flat calibration accuracy is 0.96%
[19]. Hubble Space Telescope Wide Field Camera 3 obtains
flat-field reference files by the CASTLE optical stimulus during
the ground test [4,20]. However, it is during the post-launch
commissioning phase that the final high-precision flat fields are
obtained, via additional low-frequency residual correction based
on Omega Centauri observation data. The James Webb Space
Telescope Near-Infrared Spectrograph separates the optical
path into three manageable components [1,21], each with a
dedicated set of flat-field references: fore optics flat (F-flat);
spectrograph flat (S-flat); and detector flat (D-flat); where F-flat
is measured during the postlaunch commissioning of the instru-
ment based on star field observation data, while the others are
measured during ground tests.

L-flat indicates the large-scale difference in radiation response
[20]. Generally, the accuracy of the final flat field is closely
related to the L-flat calibration procedure. L-flat calibration
can be performed by star field observations, in which the main
principle is to extract the L-flat through the photometry differ-
ence of the same star at different positions of the detector. When
the star sample size increases and the background noise of the
star field decreases, the accuracy and robustness of the L-flat
extraction algorithm adopting the optimal estimation principle
remarkably improves. Therefore, a spatial time-sharing calibra-
tion method is proposed. In this method, L-flat and P-flat are
obtained independently and combined with the data fusion pro-
cedure. Given that the L-flat calibration method only focuses
on the photometry difference of a single star, each star in the
star field can therefore have a different flux, thereby removing
the dependence on a uniform illumination reference source.
The results of the accuracy analysis and validation experiment
demonstrate the effectiveness of the proposed method. The
combined calibration uncertainty is 0.88%. Compared with the
general accuracy (approximately 5%) of the ground flat-field
calibration of an astronomical telescope [12], the proposed
method can greatly improve the calibration accuracy.

The rest of this paper is organized as follows: Section 2 intro-
duces the overall scheme of the calibration method, including
the data processing algorithm. Section 3 presents the estab-
lished simulation model and the analysis of the error source or
parameter configuration affecting the L-flat calibration accu-
racy in detail. Section 4 discusses the experiment conducted to
verify the method described above. Finally, the conclusions are
presented in Section 5.

2. SPATIAL TIME-SHARING CALIBRATION
PRINCIPLE

A. Flat-Field Characteristics

Flat-field accounts for the variation in throughput along the
entire optical path, i.e., from the observatory primary mirror
to the instrument detector subsystem, for a conventional space
astronomical telescope [1]. As mentioned, the flat field can
generally be divided into a global large-scale (L-flat) and local
pixel-to-pixel (P-flat) in the spatial domain. Specifically, L-flat
is mainly caused by the nonuniform transmission of light along
the optical systems, such as the throughput losses caused by dust
and the roughness of the optical mirror, the image field bending
of the exit pupil surface of the optical system, stray light, and
the inconsistent response of different detectors. P-flat is solely
determined by the properties of the detector subsystem, such
as the conversion from photons to electrons and the ultimate
count rate [2].

In general, P-flat and L-flat are introduced by the entire opti-
cal path of the telescope and dominated by two independent
components. This characteristic leads to the difference and
complementarity between the two flats, which also indicate
that the spatial time-sharing calibration method is feasible.
Hence, P-flat and L-flat calibration methods, together with the
corresponding data processing algorithms, are proposed; then,
the final flat field is obtained through data fusion.

B. P-Flat Calibration

1. P-Flat CalibrationMethod andEquipment

As noted, generally no small-scale variations occur in the
reflectivity along the light paths; hence, selecting the detector
pixelwise flat field as the P-flat is safe. In practice, the calibra-
tion test of a ground detector flat field has high accuracy [9].
Therefore, P-flat calibration would not considerably improve
the final calibration accuracy and is not the main content of this
study. A uniform extended illumination that covers the detector
area is used to acquire flat field images. A diagram of the P-flat
calibration configuration is shown in Fig. 1.

Given the influence of the internal baffle, geometric position
of the light source, and heat factor at the spherical orifice, the
center of the spherical orifice is not the best position for mea-
surement. Generally, the detector is placed at a certain distance
from the integrating sphere, ensuring that the detector surface
is parallel to the orifice. The shading dark box placed outside
the whole P-flat calibration equipment is also used to reduce
stray-light effects.

Additionally, given that the pixel-level P-flat coefficient is
bias subtracted, an additional set of bias images with the shortest
exposure time is needed.

Fig. 1. Diagram of the P-flat calibration configuration.
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2. P-Flat DataProcessingAlgorithm

P-flat is obtained by performing bias subtraction and normaliza-
tion processes on the detector-wise flat-field images. The central
region of 100× 100 pixels is selected for the normalization
process. All the images collected during the measurement with
multiple shootings must be averaged first to improve the SNR of
the images.

C. L-Flat Calibration

1. L-Flat CalibrationMethod andEquipment

When a star field in which each star has a constant brightness
is observed with a telescope, the measured flux differences for
the same star at different positions within the detector deter-
mine the L-flat structure [20,21]. On the basis of this principle,
we designed the L-flat calibration method. First, the star field
source is constructed and imaged multiple times at different
positions. Then, the star photometry data containing star ID,
photometry value (in analog-to-digital unit, ADU), and posi-
tion and photometry errors are calculated and further used to
extract the final L-flat. It is worth remembering that different
stars can vary in brightness, as the measured flux differences
are for the same star. Therefore, this method does not require
the strict brightness uniformity of the star field source, but the
brightness of a star must be highly stable during measurement.
A diagram of the L-flat calibration configuration is shown in
Fig. 2.

The calibration equipment consists of a small aperture inte-
grating sphere, light source, multipinhole mask, and collimator.
The collimator should cover the aperture of the telescope. Here,
the light source is consistent with that in the P-flat calibration
configuration. The multipinhole mask is placed at the focal
plane of the collimator to construct the star field source. A 2D
turntable is used to realize the orientations’ adjustment of the
telescope. Meanwhile, a calibrated silicon photodiode is used at
the exit of the collimator to correct the radiation variations dur-
ing measurement. The multipinhole mask determines the shape
of the star on the focal plane of the telescope. Furthermore, the
physical size of the pinholes is determined by the balance of
photometry accuracy and star field density. Specific details on
the pinhole size will be discussed later. It should be emphasized
that the images collected by the detector have no interference
because the light emitted by the integrating sphere is incoherent.

2. L-Flat ExtractionAlgorithm

L-flat can be expanded as a linear sum of 2D basis functions.
In addition, flux differences between measurements for the
same star at different positions of the detector constrain the

Fig. 2. Diagram of L-flat calibration configuration.

coefficients of the linear sum. This reduces mathematically to
an overdetermined linear least-squares problem. Here, L-flat is
represented as a set of 2D chessboard grid of basis functions of
varying order [4]. The original images used for data processing
include star field images of different observations, detector-wise
flat-field images, and bias images. The algorithm flow is shown
in Fig. 3.

1. Image preprocessing: Similar to astronomical images, star
field images must first undergo the following image prepro-
cessing steps, namely, bias subtraction, flat-field correction
based on the detector-wise flat field, and gain correction of
the detector. Through the above steps, most of the detector
effects on star photometry are removed, which is important
for the subsequent data fusion procedure.

2. Background estimation: To detect faint stars and accurately
measure their fluxes, we first construct a background map
and then remove the influence of background noise on
photometry. Given the relatively uniform and sparse dis-
tribution of holes in the multi-pinhole mask used in our
method, a method similar to the DAOPHOT program
is used [22]. Briefly, background map is derived by com-
puting the σ -clipped median of the local background in
each mesh of the grid first. Bilinear interpolation between
the meshes of the grid is then applied on the resulting
background map. A mesh with a width of 32–128 pixels is
suitable.

3. Star detection: Threshold detection is appropriate in the
absence of blending for stars in the star field, where the
threshold is correlated with the local background deviation.
In addition, barycenter coordinates are used to define the
position of the “center” of a star.

4. Star photometry: The star flux above the background
within a circular aperture is estimated by aperture pho-
tometry. The diameter of the aperture (in pixels) is related
to the full width at half maximum (FWHM) of each star.
Each “normal” pixel is subdivided into 5× 5 subpixels
before measuring the flux within the aperture. The flux
uncertainty is computed using the following equation [23]:

e=

√∑
i∈A

(
σ 2

i +
pi

g

)
, (1)

where A is the set of pixels defining the photometry aper-
ture, σi denotes the standard deviation of the noise in the
ADU unit estimated from the local background, pi is the
measurement image pixel value subtracted from the back-
ground, and g is the effective detector gain in e−/ADU .
The error estimate here considers the photon and detector
noise.
Finally, the catalogs for each image are merged into a single
master catalog, including a unique star ID, the image num-
ber, the detector position, and the flux and error.

5. L-flat extraction: Assuming that the flat field of telescope
only has a low-frequency content (L-flat). In addition, the
flat field [R(x , y )] can be expanded as a linear sum of K
2D basis functions

R(x , y )=
∑

k
ak · Rk(x , y ), (k = 1, 2, . . . , K ).

(2)
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Fig. 3. L-flat extraction algorithm flow.

The form of the basis functions and k determine the L-flat
characteristics. The chessboard form, which has independent
solutions for each mesh of the grid, is used here:

Rk(x , y )=
{

1, if (x , y ) in mesh
0, otherwise

. (3)

The total number of basis functions is equal to the number of
meshes divided from the detector: K =W × H. Each mesh has
a size of (X/W)× (Y/H).

The coefficients (ak) that characterize the L-flat must be
determined. Hence, star i , with unknown flux Fi , is considered;
star i is observed Ni ≥ 1 times. The telescope orientations are
rotated between observations, so that, in each observation,
the star falls on a different position (xi j , y i j ) of the detector,
where j = 1, 2, . . . , Ni . For each star, aperture photometry is
performed, obtaining star flux Oi j with errors (e i j ):

Fi + R
(
xi j , y i j

)
= Oi j ± e i j ,

(i = 1, 2, . . . , S; j = 1, 2, . . . , Ni ) (4)

Without loss of generality, R(x , y ) averages to zero over the
detector:

1

p

P∑
p=1

R
(
x p , y p

)
=

K∑
k=1

ak

P∑
p=1

Rk
(
x p , y p

)
= 0. (5)

Here, the imaging position of point p on the detector is
(x p , y p).

Equations (4) and (5) can be written as a linear matrix equa-
tion. As the number of unknowns is typically smaller than

the number of constraints, the matrix equation is therefore
overdetermined. Finally, an optimal L-flat function estimation
is obtained through the least-squares method. In addition,
bilinear interpolation and normalization are performed to make
the L-flat size consistent with the image. The same central region
of 100× 100 pixels is selected as the normalization reference.

D. Spatial Data Fusion

Matrix multiplication of L-flat and P-flat in the spatial domain is
used here to acquire the LP-flat:

LP-Flat= L-Flat× P-Flat. (6)

Here, the size of the matrix is consistent with that of the
images collected by the detector. Finally, LP-flat is used as the
final flat field reference file.

3. ACCURACY ANALYSIS

The calibration method can be summarized into three inde-
pendent procedures, i.e., L-flat calibration, P-flat calibration,
and spatial data fusion, and all these procedures together deter-
mine the final calibration accuracy. The P-flat calibration
accuracy is mainly related to the calibration method and equip-
ment. The P-flat calibration experiment in the laboratory shows
that the calibration uncertainty can be controlled within 0.4%
through a careful calibration procedure. The accuracy of L-flat
calibration is affected not only by the calibration method and
equipment but also by the L-flat data processing algorithm,
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which is thus the main content of accuracy analysis. Next, this
study focuses on the error traceability paths of L-flat calibration.

A. Accuracy of L-Flat Calibration

L-flat calibration accuracy depends on the quality and quan-
tity of the available photometry samples. In general, the error
source or experimental parameter configuration affecting the
L-flat calibration accuracy includes the following types: light
source radiation energy correction error; star photometry error;
chessboard grid resolution; and photometry sample size. These
factors are not independent of each other but contribute to
the L-flat calculation results together. Therefore, a simulation
model of L-flat calibration for accuracy analysis is established to
analyze the influence of these factors quantitatively and provide
an estimate of calibration accuracy.

1. Light SourceRadiation EnergyCorrectionError

Our method requires the brightness of the star to be constant;
thus, the photoelectric detector at the exit pupil of the colli-
mator is used to correct the output energy variation during the
experiment. The photoelectric detector has high monitoring
sensitivity and stability, and the stability can be better than
0.1%, indicating that the energy correction error has negligible
effects on the calibration accuracy [24].

2. Star Photometry Error

The star photometry error directly affects the accuracy of L-flat
extraction. First, the star photometry error in the laboratory is
estimated, as determined by the following factors: the shape of
star images; detector noise; and stray-light effects. Among them,
stray-light effects generally introduce fixed-form noise in the
background. Detector noise is introduced from fixed-mode,
readout, and dark current noises. According to astronomical
data processing experience, most of the above noises can be
removed after bias subtraction, detector gain correction, flat
field correction, and background subtraction procedures [6,9].
As a result, the shape of star images caused by the diffraction
and geometric aberration of the optical system becomes the
main factor affecting the photometry error. Given that the space
astronomical telescope is a wide FOV diffraction-limited system
with competent imaging performance, the following focuses
on the influence of the optical path character of the collimator
in the calibration equipment on star photometry error. The
influence of the support mechanism and material characteristics
of the stray-light elimination subassembly are not considered
here [25,26].

The simulated optical path of star photometry is shown
in Fig. 4. The star light source is placed at the focal plane of
the collimator; then, light enters the pupil of the telescope
after collimation. The collimator adopts a 2 m F/35 Ritchey–
Chrétien type system, whose average RMS wavefront error in
the 12 ft× 12 ft FOV is better than 3.67λ (λ= 632.8 nm;
the main components are defocus, tilt, and coma). The tele-
scope is a 2 m F/14 COOK-type three-mirror anastigmatic
telescope, in which the average RMS wavefront error in the
12 ft× 12 ft FOV is only 0.05 λ (λ= 632.8 nm) [27]. The

Fig. 4. Simulated optical path of star photometry.

telescope has three power mirrors, i.e., M1, M2, and M3, and a
plane mirror M4. Additionally, a detector at the focal plane with
2500× 2500 pixels (the size of a single pixel is 40µm) is used.

As noted, most of the noise in the astronomical image can
be removed after the preprocessing algorithm, but a small
amount of residual noise still remains. The residual noise can be
regarded as random noise and obeys the Gaussian distribution.
Therefore, Gaussian noise is added to the original noise-free star
images obtained by the simulation model to characterize the star
images after preprocessing. The Gaussian noise parameters are
set to meet the SNR of the star images at 30 dB [28]. The signal
levels of the images are set to change in the range of 0–3200
ADU through gain control. The photometry radius is set to 5
FWHM of the star.

First, the star images at the edge FOV of (−4.9 ft, −4.9 ft)
whose image quality degrades seriously, are selected for photom-
etry error analysis. Furthermore, the influence of the pinhole size
on the results is investigated here. When the brightness at the
pinhole is constant, the 2D and partial 3D star images obtained
by different pinhole radii R are shown in Fig. 5. The relative
error between the measured and real energy values, together
with the 80% encircled energy (EE80) radius, are also presented
in Fig. 5. Meanwhile, the EE80 radius and photometry error of
star images at different pinhole radii R are shown in Fig. 6.

Ideally, according to the imaging amplification relationship,
when R ranges from 0.1 to 0.5 mm, the corresponding star
radius ranges from 1 to 5 pixels. However, the EE80 radius of the
star is 7.62–8.51 pixels, 7.62 pixels when R = 0.4 mm, and 8.51
pixels when R = 0.15 mm. Evidently, the star is dispersed, and
its barycenter is shifted because of the diffraction and aberration
of the collimator. When R = 0.1 mm, the star is faint and has
a maximum photometry error of 5.93%. As R increases, the
star energy gradually increases, together with the photometry
error and EE80 radius approximately decreasing, and reaches
the lowest value when R = 0.4 mm. However, as R continues
to increase, the photometry error and EE80 radius actually
begin to increase (shown in Fig. 6). One reasonable explanation
is that the SNR within the photometry circle decreases as the
photometry radius increases, although the star energy continues
to increase. This result indicates that when the star at the edge
FOV is relatively dispersed for realistic applications, the size of
the corresponding pinhole should be appropriately expanded.

We also examined the photometry error of other FOVs
within the detector. With the pinhole radius set to R = 0.4 mm,
the star images at 25 different FOVs within the detector are
shown in Fig. 7. The results show that the star in the central
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Fig. 5. Shape of star images at FOVs of (−4.9 in.,−4.9 ft) obtained by different pinhole radii R .

FOV has the smallest EE80 radius and the highest photom-
etry accuracy. Moreover, the spatial distribution of the star
is dispersed as the FOV increases, and the EE80 radius and
photometry error reach a maximum at an FOV of (−4.9 ft,
4.9 ft). Thus, image quality degradation leads to a decrease in
star energy concentration, which affects the photometry results
after superimposing the detector noise. The overall photometry
error ranges from 0.15% to 0.72%.

Therefore, when the image quality (here, it refers to the
wave aberration) of the collimator at the edge FOV is seriously
degraded, the image quality degradation induces photometry
error. The overall photometry error range in the 12 ft× 12 ft
FOV is approximately 0.15%–0.72%, which to some extent
can represent the general level of star photometric error in the
laboratory.

Fig. 6. EE80 radius and photometry error at different pinhole
radii R .

Additionally, the influence of star photometry error on L-flat
calibration accuracy will be further discussed later via the simu-
lation method.

3. ChessboardGridResolution andPhotometry SampleSize

As noted, L-flat extraction algorithm obtains the best estimation
of L-flat based on numerous photometry samples. Hence, the
L-flat calibration accuracy is closely related to the photometry
sample size. Additionally, the chessboard basis function is used
to characterize the L-flat function. The resolution of the chess
board grid determines the ability to distinguish details of the
L-flat structure, which also directly affects the L-flat calibration
accuracy. Similarly, both factors are discussed in detail in the
next section.

4. SimulationModel of L-Flat Calibration

A simulation model is established to analyze quantitatively the
influence of the above factors on the accuracy of L-flat calibra-
tion. The accuracy of L-flat calibration can be expressed by the
difference between the calculated and real L-flat. Given that
L-flat denotes the large-scale structure of a flat field, the accuracy
of L-flat calibration can be characterized by the absolute value
of the maximum deviation of the residual map. The real L-flat
is obtained through the artificially generated method. The
specific implementation process is as follows: An RMS= 1%
reflectivity difference of spatial distribution is added to the
telescope mirrors; the main body of the optical system is added
with the supporting mechanism and stray-light elimination
subassembly that both are coated with uniform black paint with
0.04 reflectivity.

The final real L-flat, which has a final resolution of
2000× 2000 via the interpolation process, is shown in Fig. 8.
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Fig. 7. Star images at 25 different FOVs within the detector.

A gradient structure is present in the left and lower regions, and
we suspect that the stray light in the FOV is a potential factor in
this phenomenon.

The specific parameter settings of the simulation model are as
follows:

1. The detector size is X × Y = 2000× 2000, and a total of
n stars is uniformly distributed on the detector, where n

Fig. 8. Real L-flat obtained via the artificial generation method.

is set in the range of 100–1500. The corresponding pho-
tometry size is in the range of 676–10,302 on account of
orientations adjustment.

2. Images are taken at eight additional points, with a step size
of 400 pixels from the central point, implying the position
of star i in observation sequence j :{

xi j = xi1 + (−1)l × 400, l =−1, 0, 1
y i j = y i1 + (−1)n × 400, n =−1, 0, 1

j = 2, 3, . . . , 9

(7)
3. The real flux (Fi ) of star i is set at 45,000–55,000 ADU,

and the photometry flux (Fi j ) for observation j of star i
fluctuates in the range of Fi (1± e ), where e is the star pho-
tometry error, with the minimum value of emin = 0.15%
and maximum value of emax = 0.9%.

4. The optional chessboard grid resolution is 8× 8, 16× 16,
and 32× 32;

5. The measured flux (Oi, j ) using the telescope, which has a
real L-flat shown in Fig. 8, is obtained after the combination
of the L-flat and the photometry flux:

Fi j + L-Flat(xi j , y i j )= Oi j ± e i j ,

(i = 1, 2, . . . , N; j = 1, 2, . . . , 9) (8)

Next, we investigate the influence of chess board grid res-
olution on L-flat calibration accuracy. Set emax = 0.5% and
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Fig. 9. Results of calculated L-flat using different chessboard grid resolutions. (a)–(c) Initial L-flat calculated from real L-flat using 8× 8, 16× 16,
and 32× 32 chessboard grid resolutions, respectively. (d)–(f ) Bilinear interpolated L-flats of (a)–(c), respectively. (g)–(i) Residual maps between real
L-flat and (d)–(f ), respectively.

n = 1200. A total of 8,487 photometry records are generated by
imaging at different orientations. The resolution of the chess-
board grid is set to 8× 8, 16× 16, and 32× 32. The results of
the calculated L-flat using different chessboard grid resolutions
are shown in Fig. 9.

Given that the resolution of the three initial L-flats (shown
in Row 1) obtained by the L-flat extraction algorithm is much
lower than that of the real L-flats, bilinear interpolation is thus
performed on the initial L-flats (Row 2). The corresponding
residual maps between the real and interpolated L-flat are shown
in Row 3. The maximum deviation (henceforth referred to as
the absolute value) and RMS of residual maps are also shown
here. All results capture the essence of the input real L-flat.
However, the difference occurs in the narrow strip near the left
boundary in Fig. 9(g); that is, when the resolution is relatively
low, the L-flat extraction algorithm has a large estimation error
in this region. This result indicates that sometimes the relatively
larger rectangle size of the grid cannot distinguish and extract
the real structure of L-flat with a large gradient. Additionally,
fringe patterns appear in Fig. 9(i), indicating that a relatively
large estimation error occurs. The number of photometry
samples falling on each rectangle is reduced and unevenly dis-
tributed with increasing chessboard grid resolution, which
directly affects the estimation accuracy in some local regions.
In general, the result using a 16× 16 chessboard resolution is
the best and provides a less biased estimate of the true L-flat; the
maximum deviation and RMS are 0.523% and 0.164%, respec-
tively. Therefore, a high resolution is not necessarily better; that
is, the resolution should match the photometry sample size.

Then, the influence of star photometry error on L-flat cali-
bration accuracy is investigated. The chessboard grid resolution

is set to 16× 16, and the maximum photometry errors are
emax = 0.3%, 0.5%, 0.7% and 0.9%. The maximum deviation
and RMS of the residual map, derived by different photom-
etry error settings, are shown as solid lines in Figs. 10(a) and
(b), respectively, in which the solid lines with different colors
represent different photometry sample sizes. The results show
that, when emax ≤ 0.9%, neither the maximum deviation
nor the RMS of the residual map shows a clear change trend.
Obviously, the photometry accuracy has no considerable effect
on the L-flat calibration accuracy. This result also proves that the
L-flat extraction algorithm based on the best estimation princi-
ple can effectively weaken the influence of star photometry error
on the final results.

Furthermore, the influence of the photometry sample
size on the L-flat calibration accuracy is investigated. Set
n = 600, 900, 1200, and 1500, and the corresponding pho-
tometry sample sizes are 4212, 6361, 8487, and 10,302.
Similarly, the maximum deviation and RMS of the residual
map derived by different photometry sample sizes are shown in
Figs. 11(a) and (b).

It can be seen that the maximum deviation and RMS of the
residual map decrease and tend to stabilize with increasing
photometry sample size. Additionally, when the photometry
sample size is less than 8487, the result obtained by the 16× 16
chessboard grid resolution setting is optimal. However, the
result of the 32× 32 resolution becomes slightly better than
that of the 16× 16 resolution when the photometry sample
size is 10,302, where the average number of samples for each
rectangle is approximately 10 for the 32× 32 resolution. This
result indicates that, when the photometry samples are suffi-
cient, a higher chessboard grid resolution can be selected to
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Fig. 10. (a) Maximum deviation and (b) RMS of the residual map derived by different photometry error settings.

Fig. 11. (a) Maximum deviation and (b) RMS of the residual map derived by different photometry sample sizes. The solid lines with different col-
ors represent different chessboard grid resolutions.

improve the L-flat calibration accuracy. The L-flat calibration
accuracy is correlated with the average number of photometry
samples falling on the rectangle of the grid. Specifically, when
the value is greater than 10, relatively accurate results of L-flat
calibration can be ensured. At this time, the maximum deviation
of the residual map can reach approximately 0.45%. Overall, the
L-flats can be obtained with small random errors, and systematic
errors are therefore likely to dominate the true error threshold
for realistic applications. However, when the telescope L-flat
structure is complex and irregular, the accuracy of the calculated
L-flat can be improved to a certain extent by increasing the
photometry sample size.

Finally, the L-flat calibration accuracy is estimated. The
results of the accuracy analysis show that the maximum devia-
tion of the residual map using our L-flat calibration method can
reach 0.45% through reasonable parameter control.

B. Analysis and Discussion of Data Fusion
Uncertainty

The data fusion error is the difference between the fused and real
flat surfaces. First, the data fusion processing should be analyzed.
The flat field is obtained by multiplying L-flat and P-flat in our
method; however, the precondition of this operation is that
L-flat and P-flat do not overlap in the frequency domain and can
reflect the real flat structure in the frequency domain, although
the data fusion procedure is implemented in the spatial domain.

On the one hand, P-flat is obtained by detector-wise flat-field
calibration, which denotes the pixel-to-pixel radiation response

difference of the detector. While L-flat calibration removes the
influence of the detector effect during the star image preprocess-
ing procedure, we can rely on the assumption that no small-scale
variations occur in L-flat. Furthermore, we can conclude that
no overlap exists in the frequency domain. On the other hand,
under ideal conditions, when the photometry samples are suf-
ficient, L-flat determines the middle- and large-scale structural
characteristics of the real flat surface. At this time, the error
introduced by the data fusion procedure is small. In considera-
tion of the complexity of the environment and equipment for
realistic measurement, the conservatively estimated data fusion
uncertainty is 0.5%.

C. Uncertainty Estimates of the Calibration Method

In summary, the uncertainty sources contributing to the pro-
posed calibration method are shown in Table 1. The final
combined uncertainty of the calibration method is 0.78%.

Table 1. Evaluation of Calibration Uncertainty for the
Proposed Calibration Method

Uncertainty Source Uncertainty (%)

L-flat calibration accuracy 0.45
P-flat calculation uncertainty 0.4
Data fusion uncertainty 0.5
Combined uncertainty 0.78
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4. EXPERIMENTAL VERIFICATION

A. Experimental Scheme

An experiment was conducted to further illustrate the effec-
tiveness and calibration accuracy of the proposed method. A
Nikon lens with a 142 mm aperture, 800 mm focal length,
and a visible CCD detector with a 12-bit digital output is used
as the telescope in the following experiment. On the basis of
the flat-field illumination reference source and the proposed
method, the measurement results of the flat field are compared
in detail, where a 8= 1.2 m integrating sphere light source
is selected as the flat-field illumination reference source, and
the corresponding result is considered the reference flat. The
experimental optical paths of the L-flat, P-flat, and reference flat
calibration are shown in Figs. 12–14.

Table 2 illustrates the main experimental devices and param-
eters. These experimental devices consist of a light source,
collimator, integrating sphere, shading dark box, and multip-
inhole mask. For the multipinhole mask, the size of the central
pinhole is designed to be slightly larger than that of the others

Fig. 12. Experimental optical path of L-flat calibration.

Fig. 13. Experimental optical path of P-flat calibration.

Fig. 14. Experimental optical path of the reference flat calibration.

to identify and mark the stars effectively. Before the experi-
ment, the shaded dark box was placed outside the experimental
devices. Meanwhile, all the experimental devices are placed
on the vibration isolation platform. For L-flat calibration, to
increase the photometry sample size, 18 observations of nine
dither positions (3× 3 grid) are collected using the 2D turn-
table, with dither steps of∼25% of the telescope FOV. For P-flat
calibration, the spherical orifice of the integrating sphere is set
almost parallel to the detector’s surface.

Given that the digital-to-analog converter of the detector
has a resolution of 12 bits and yields 4096 levels, the average
signal levels are controlled at the middle of the converter range
level (approximately 2800 ADU), and 12 images are collected
for each measurement of the star field at a certain orientations,
bias, and flat field. Additionally, the image central region of
1200× 1600 pixels is selected for data processing and method
validation.

Parts of the original star field images are shown in Fig. 15. It
can be seen that the size of the central star (shown in Region 3)
in Fig. 15(b) is slightly larger than that of the others, and this
imaging result is consistent with the structure of the multipin-
hole mask. Here, the central star is only used for star marking.
Furthermore, the star disappeared (shown in Region 4) in
Fig. 15(b) due to the etching defect of the multipinhole mask.
Therefore, a total of 430 stars participate in star photometry
when excluding the central and dark stars, and a total of 6450
photometry samples are finally obtained through orientation
adjustment. The FWHM of these stars varies from 3.61 to
4.28 pixels, which is close to the ideal star radius of 3.62 pixels
according to the imaging amplification relationship. The star
photometry error calculated from Eq. (3) is in the range of
0.319%–0.398%. As an example of the results, two enlarged
star images in the center and at the edge FOV in Fig. 15(a) are
shown in Figs. 15(c) and (d), and the FWHM is 4.16 and 3.92,
respectively. This result indicates that the stars at different posi-
tions of the image have relatively consistent imaging quality and
contrast.

The normalized reference flat and detector-wise flat are
shown in Fig. 16. Some minor bright spots appear in the refer-
ence flat due to dust contamination of the Nikon lens group.
These bright spots are treated as part of the flat-field structure of
the telescope.

The parameter settings for data processing are as follows: the
mesh size in the background estimation is 64 pixels, the gain
correction coefficient ratio of the left channel to the right chan-
nel is 0.971, the star detection threshold is five times the local
background standard deviation, and the aperture photometry
radius is set to five times the star FWHM. Finally, the observed
flux of stars ranges from 41,627 to 57,996 ADU.

Before the analysis of the experimental results, the difference
between the simulation model and the verification experiment
should be analyzed to ensure the feasibility of the verification
experiment. Specifically, for P-flat calibration, the calibration
method, device, and data processing in verification are highly
consistent with the simulation model mentioned above. Thus,
the difference is mainly concentrated in the L-flat calibration
procedure. Therefore, the differences in factors affecting the
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Table 2. List of Main Experimental Devices and Parameters

Device Parameter

0.1 m integrating sphere 8= 100 mm; spherical orifice:8= 38 mm; uniformity: approximately 1%
Light source OSRAM halogen lamp; electric power: 50 W; stability:<0.1% (1 h)
Collimator 8= 150 mm; F− ratio= 10.67; FOV= 0.8◦; spectrum transmittance:>80% (450–750 nm)
Multipinhole mask Etching on chrome-plated glass;8= 21.5 mm; 18× 24 array; hole size: 40; ± 0.5 µm (central), 25± 0.5 µm

(otherwise)
1.2 m integrating sphere 8= 1200 mm; spherical orifice8= 500 mm; nonuniformity: approximately 1.21% (within± 20◦ FOV)
2D turntable Azimuth and pitch angle adjustment
Telescope Nikon AF-S800:8= 142 mm; F− ratio= 5.6; CCD detector: Basler pia2400-17gm; pixel size(µm): 3.45; image

pixels: 2050× 2448

Fig. 15. Part of the original star field images. (a) and (b) Star field images taken at different observation positions. (c) and (d) Enlarged star images
of local regions 1 and 2 in (a), respectively.

Fig. 16. (a) Normalized reference flat. (b) Detector-wise flat.

L-flat calibration accuracy, that is, the error source or exper-
imental parameter configuration, are discussed in detail
below.

1. Light source radiation energy correction error
Test reports of the halogen lamp show that radiation
energy drift in 1 h (the time required for the experiment
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to complete the measurement) is approximately 0.1%.
Hence, no reference silicon photodiode is used to correct
the radiation energy variations in the verification exper-
iment. In this case, the stability of the light source itself
represents the light source radiation energy correction error,
which is much smaller than the L-flat calibration accuracy.
Therefore, the difference in light source radiation energy
correction error has negligible effects on the calibration
accuracy.

2. Star photometry error
The results of the star photometry test show that the general
level of star photometric error in the laboratory is between
0.15% and 0.72%. Furthermore, the accuracy analysis
results of L-flat calibration show that, when the star pho-
tometry error is less than 0.9%, it has no remarkable effect
on L-flat calibration accuracy. Given the smaller aperture
and larger FOV of the optical system used in the verification
experiment, we first need to confirm the error range of
star photometry. Fortunately, the results of star photom-
etry in the verification experiment show that the relative
photometry error calculated with Eq. (1) is in the range of
0.319%–0.398%, which is within the range of results at
the star photometry test and consistent with the simulation
model of L-flat calibration.

3. Chessboard grid resolution and photometry sample size
Eighteen observations at nine orientations are adopted in
the experiment, and 6450 photometry samples are finally
obtained; this number is close to the photometry sample
size in the simulation model. Additionally, the chessboard
grid resolutions selected in the verification experiment are
9× 12, 18× 24, and 30× 40 to ensure that the number
of rectangles of the grid is at the same level as the simulation
model.

In summary, the difference between the simulation model
and the verification experiment in the error source and experi-
mental parameter configuration does not theoretically affect the
final calibration results.

B. Results

The results of the calculated L-flat at different chessboard grid
resolutions are shown in Fig. 17. Bright spots are present in the
marked region in Figs. 17(b) and (c), indicating the following:
On the one hand, the L-flat extraction algorithm reconstructs
the flat field structure caused by dust contamination of the
Nikon lenses group well; on the other hand, the improved grid
resolution considerably enhances the detailed representation

capability of L-flat. Meanwhile, abnormal data appear in some
rectangles at the bottom boundary in Fig. 15(c). According to
the photometry sample size and chessboard grid resolution, the
average number of samples involved in a rectangle of grid is only
5.375. Moreover, this value at the boundary rectangles would
be less than or even zero, leading to a large deviation in the L-flat
calculation.

Next, L-flat with a resolution of 18× 24 is used for bilinear
interpolation and data fusion, and the calculated flat is obtained.
Then, a comparison between the calculated and reference flats
is shown in Fig. 18. Figures 18(a) and (b) show that the overall
structure is consistent, and the corresponding residual map,
shown in Fig. 18(c), shows no evident large-scale structure.
However, slight discontinuity is still observed in the local region
of Fig. 18(b), which is related to the relative independence
of each rectangle of the chessboard grid. The accuracy of the
results can be improved considerably through the application
of additional smoothing. However, this also smooths away the
intermediate-frequency structure, which is actually present in
the real L-flat. Additionally, the optimum amount of smoothing
depends on the frequency content of the real L-flat, which in
practice is not known. Hence, smoothing processing is not here.
Apart from the noise and obvious “pixelization” of the residual
map, the absolute value of maximum deviation in the residual
map is 2.86%.

To evaluate the difference between the calculated and refer-
ence flats comprehensively, the residual map RMS at different
scales is investigated: small-, middle-, and large-scale RMS [29].
These values can be obtained by calculating the average RMS
of each 100× 100, 400× 400, and 1200× 1600 pixels in
the residual map. The results are as follows: RMS1= 0.558%;
RMS2= 0.565%; and RMS3= 0.720%. In general, the RMS
of different scales are relatively close, and RMS3 is the largest,
which indicates that the large-scale difference is still the main
component and contributes the most to the flat field calibration
error. The approximately linear gradient between the top left
and bottom right in Fig. 17(c) likely leads to the tiny large-scale
difference. Definitely, the L-flat calibration accuracy depends
on the quality and quantity of the available photometry samples
and on the properties of the L-flat. The remaining small L-flat
calibration systematic errors therefore dominate the true error
threshold for the verification experiment.

To avoid accidental results, three experiments were con-
ducted under the same conditions. Here, the chessboard grid
resolution of 18× 24 is chosen for comparison. Overall, all the
results of the three experiments look the same and are visually
indistinguishable from each other; thus, they are not shown
here. Table 3 presents the maximum deviation and RMS of the

Fig. 17. Results of calculated L-flat by using different chessboard grid resolutions. (a) Resolution: 9× 12. (b) Resolution: 18× 24. (c) Resolution:
30× 40.
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Fig. 18. Comparison between the reference and calculated flat surfaces. (a) and (b) Reference and calculated flat, respectively. (c) Residual map
between them.

Table 3. Summary of Maximum Deviation and RMS
of the Residual Map

RMS of Residual Map (%)
Serial
Number

Maximum Deviation
of Residual Map (%) RMS1 RMS2 RMS3

1 2.86 0.558 0.565 0.720
2 2.89 0.564 0.559 0.726
3 2.83 0.586 0.588 0.701

residual map derived from the experiments. Repeated experi-
ments show that the calibration method and algorithm work
well and verify the stability and effectiveness of the calibration
method.

C. Analysis and Discussion of the Calibration
Accuracy

This section aims to assess the calibration uncertainty of the
proposed method in the experiment. Calibration uncertainty
is mainly introduced in two parts. One is the uncertainty of the
integrating sphere light source, which is mainly determined
by the uniformity and Lambert characteristics of the spherical
orifice. The other is the difference between the calculated and
reference flats, which is characterized by the RMS of the residual
map.

Calibration reports of the 1.2 m integrating sphere show
that the nonuniformity of the integrating sphere is 1.21%.
Specifically, the spatial nonuniformity (within 8= 0.5 m) of
the integrating sphere is 0.33%, and the angular nonunifor-
mity (within± 20◦) is 1.17%. Given that only the central area
and FOV of the integrating light source are used to obtain the
reference flat, this ensures that the accuracy of flat calibration
is better than ± 0.5%. Additionally, according to the results of
the three experiments shown in Table 3, the maximum RMS
of the residual map is 0.726%. Therefore, the total uncertainty
of the proposed method is 0.88%, which is close to the result of
the accuracy analysis (0.78%).

The key to the calibration method in this study is the data
processing algorithm rather than the calibration equipment.
Hence, this method can be applied to conventional calibration
equipment. For example, the L-flat extraction algorithm based
on the optimal estimation principle can weaken the influence of
photometry accuracy and thus greatly reduce the requirements
for collimator and light source uniformity. This characteris-
tic of the method also leads to a high agreement between the
accuracy analysis results and the experimental results. However,

the verification experiment also shows that the system error of
L-flat calibration still exists, and potential factors, such as the
temperature fluctuation of the detector, airflow, and vibration,
all affect the verification experiment.

5. CONCLUSION

With the increasing telescope aperture, the manufacturing cost
and difficulty of the flat-field illumination reference source
covering the FOV and aperture of the telescope increase sharply,
directly resulting in a considerable decrease in ground flat-
field calibration accuracy. The spatial time-sharing calibration
method in this study can independently obtain two spatial scale
flat fields, and the final flat field is derived through a spatial data
fusion procedure. Specifically, L-flat is extracted by star field
observations and the corresponding L-flat extraction algorithm
based on the optimal estimation principle. This method cannot
only eliminate the restriction of flat-field illumination reference
sources but also increase the accuracy of flat-field calibration
from the perspective of data processing to be widely applied in
the area of ground flat-field calibration. The simulation model
for accuracy analysis is established, and the influence of each
error source or experimental parameter configuration on the
L-flat calibration accuracy is analyzed in detail. The calibration
method is verified by conducting experiments. The following
conclusions can be drawn from this study:

1. Star photometry error is mainly affected by pinhole size
and the optical path character of the collimator. For the star
images at the edge FOV of the collimator, a pinhole size that
is too small leads to a decrease in the energy concentration
and signal level, which affects the photometric results after
superimposing the detector noise. The overall photom-
etry error in the 12 ft× 12 ft FOV ranges from 0.15% to
0.72%.

2. When star photometry error e ≤ 0.9%, neither maximum
deviation nor RMS shows a clear change trend. This trend
indicates that the L-flat extraction algorithm based on
optimal estimation can effectively weaken the influence of
photometry accuracy. Second, the proposed method has
low requirements for calibration equipment, such as a colli-
mator, multihole mask, and integrating sphere light source,
which make the method flexible in practical applications.

3. When the photometry sample size is fixed, a relatively large
estimation error occurs in the local region with increasing
chessboard grid resolution. Therefore, high resolution is
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not necessarily better; that is, the resolution should match
the photometry sample size.

4. According to the experience of simulation analysis and
verification experiments, when the average number of pho-
tometry samples for each grid “pixel” is greater than 10, the
calculation results are likely to be more accurate.

5. The accuracy of L-flat calibration decreases and tends to sta-
bilize with increasing photometry sample size. Therefore,
L-flats can be obtained with small random errors, and sys-
tematic errors are therefore likely to dominate the true error
threshold for realistic applications.

6. The good coincidence between the experimental results
and the simulated results demonstrates that the simulation
model of accuracy analysis is reasonable, and the proposed
method is feasible. The calibration accuracy of the pro-
posed method is better than the general accuracy of the
ground flat field calibration of the astronomical telescope.

7. It is worth noting, however, that some limitations of the
collimator to the proposed method cannot be ignored.
First, the aperture of the collimator needs to match that of
the telescope. Second, for some wide-diffraction-limited
FOV telescope, the FOV of the collimator may be limited.
At this time, more orientation adjustments are required to
realize the coverage of the telescope’s FOV.
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