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Abstract: Images captured in low-brightness environments typically have low brightness, low con-
trast, and high noise levels, which significantly affect the overall image quality. To improve the image
quality, a low-brightness image enhancement algorithm based on multi-scale fusion is proposed. First,
a novel brightness transformation function is used for the generation of two images with different
brightnesses. Then, the illumination estimation technique is used to construct a weight matrix, which
facilitates the extraction of advantageous features from each image. Finally, the enhanced image
is obtained by the fusion of two images using the weight matrix and the pyramid reconstruction
algorithm. The proposed method has a better enhancement effect as shown by the experimental
results. Compared to other image enhancement algorithms, it has lower evaluation values in the
natural image quality evaluator (NIQE) and lightness order error (LOE) indices. The lowest aver-
age NIQE value of the proposed algorithm in each dataset is 2.836. This further demonstrates its
superior performance.

Keywords: brightness enhancement; image fusion; image processing; Laplacian pyramid

1. Introduction

In people’s daily lives and in production processes, it is inevitable to capture images
under low-light conditions to obtain and store scene information [1–3]. However, due
to the complexity of light sources, the peculiarity of illumination, and the difference in
intensity, various problems occur in the captured images. These problems include uneven
brightness distribution, where some areas are too bright and others too dark, random noise
may appear in the image, which negatively affects its contrast and color deviation. As a
result, these low-quality, low-contrast images can significantly reduce the effectiveness
of applications such as night surveillance, vehicle detection, facial recognition, and fault
detection [4–6].

To improve image quality, brightness and contrast must be enhanced to help people
obtain richer image information and meet their daily needs. Image contrast enhancement
under low-brightness conditions is an important research area in image processing with
significant practical and scientific significance. At present, the field of image enhancement
algorithm research has witnessed significant progress, with favorable results achieved
through continuous exploration and progress. However, there are still many challenges
that require further solutions. This field offers wide development opportunities and
application prospects, thus attracting researchers to continue investing in this area.

In practical applications, traditional image enhancement methods provide some
restoration effects on various regions of low-brightness images. However, they still fail
to restore the true sense of images with rich texture details. The enhanced results may be
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natural but not obvious, or they may have clear details but too bright an overall brightness,
resulting in brightness distortion.

In this paper, we propose a low-brightness image enhancement algorithm that ad-
dresses the mentioned issues. The algorithm incorporates the brightness transformation
function, illumination estimation technique, and the Laplacian pyramid. The goal is to
achieve a balanced enhancement of image brightness while avoiding excessive enhance-
ment in localized areas, thereby preserving detailed information within the image. First, a
novel brightness transformation function is used to obtain two images. Then, the illumina-
tion estimation technique is used to construct a weight matrix. Finally, the enhanced image
is obtained by merging the two images using the weight matrix and the Laplacian pyramid
algorithm. Our method is effective and has been tested on several datasets. Figure 1 shows
the algorithm flowchart for the proposed method. The proposed algorithm makes the
following contributions:

(1) The novel brightness transformation function is used to construct an image en-
hancement model, and the illumination estimation technique is utilized to create a weight
matrix that assigns higher values to pixels with superior brightness;

(2) The combination of a weight matrix and pyramid fusion achieves excellent perfor-
mance in obtaining natural and detailed images;

(3) By setting two parameters, we can build our image enhancement model, thereby
demonstrating the simplicity and ease of implementation of our algorithm.

W1

W2

Brightness 
transformation

I21

I22

I11

I12

F1

F2

Brightness 
transformation

Image I2

Image I1 Weight map W

Laplace pyramid 

Laplace pyramid 

Gaussian pyramid 

Fused pyramid Final image F

Figure 1. Flowchart of the algorithm for the proposed model.

2. Related Work

Researchers have conducted extensive research on image enhancement, addressing
various problems associated with it and proposing a variety of methods [7]. These methods
have many focuses, such as improving visibility in low-light images, controlling brightness
inconsistencies in images, and improving results by integrating multiple images. Each
method has its own distinct advantages.

There are global image enhancement algorithms, such as histogram equalization and
gamma correction [8]. Histogram equalization stretches the spatial distribution of image
brightness, enhancing the brightness of the majority of pixels and increasing image contrast.
The advantage of the global image enhancement algorithm is simple and effective. However,
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the global enhancement methods do not pay attention to the brightness distribution of the
image, so it is difficult to ensure the image quality.

Moreover, many image enhancement algorithms rely on the Retinex theory [9]. The
theory relevant to Retinex is applied to the field of image enhancement, whose purpose is to
decompose an image into an illumination map and a reflectance map. The reflectance map
can be considered as the final result. The Retinex model can achieve balance in multiple
tasks and adapt to different types of images for adaptive enhancement. In contrast, tradi-
tional global enhancement methods are limited in their ability to enhance specific features
of the image, often resulting in color distortion or loss of detail. Early experiments with the
Retinex theory include single-scale Retinex (SSR) [10], multiscale Retinex (MSR) [11], and
multiscale Retinex with color restoration (MSRCR) [12]. Using the Retinex algorithms to
improve image quality can effectively improve image sharpness and brightness. However,
the Retinex algorithms rely on smooth changes in the original light image, and, in real
situations, the illumination at the edge of regions with significant brightness differences
is usually not smooth. Thus, the application of the Retinex algorithm will lead to the
appearance of a halo phenomenon in the resulting image.

In addition, there are many classical image enhancement algorithms. Dong et al. [13]
proposed a fast and efficient algorithm for low-light video. They treat the inverted low-light
image as a blurred image that can be enhanced by dehazing methods. This algorithm has
the advantage of fast computation speed, but it produces images with excessive noise.
Guo et al. [14] introduced an illumination estimation-based model (LIME) to enhance
low-light images. The enhanced images of LIME are visually pleasing, but the robustness
of this method is low. Wang et al. [15] introduced a naturalness-preserving enhancement
algorithm (NPE) for non-uniform illumination images. The enhanced images of NPE are
visually pleasing; however, this method has a relatively high computational complex-
ity. Fu et al. [16] introduced a weighted variation model for simultaneous reflection and
illumination estimation (SRIE), but the SRIE method’s performance shows that the enhance-
ment effect is weak. Therefore, Fu et al. [17] also proposed a fusion-based enhancement
method for weakly illuminated images (MF). The proposed model enhances the derivative
amplitudes at brighter points using a weighted variation approach. The experimental
results demonstrate the effectiveness of this method in enhancing image brightness and
fidelity. However, this method cannot restore texture details. Agrawal et al. [18] proposed
a novel image contrast enhancement based on joint histogram equalization. This algo-
rithm effectively exploits the information between each pixel, but it suffers from a slow
computation speed.

Recently, deep learning methods have been widely used in computer vision and can
also achieve good performance in the underlying image processing. Park et al. [19] used
a depth autoencoder to enhance images with low brightness. Wei et al. [20] used a deep
neural network to simulate the Retinex model (Retinex-Net) and obtained the reflectance
map. Chen C et al. [21] enhanced the raw data on the camera instead of targeting the
already captured image. Hai et al. [22] used low-light image enhancement via the Real-low
to Real-normal Networks. This method uses frequency information to preserve image
details. Fan et al. [23] used a lightweight attention-guided ConvNeXt network for low-
light image enhancement. This method suppresses noise and captures essential feature
information. However, the biggest obstacle for deep learning-based image enhancement
algorithms is data collection

Although there have been many low-light image enhancement algorithms, there are
still some problems that have not been solved [24]. Deep learning-based image enhance-
ment algorithms are computationally expensive. Methods based on global enhancement for
image enhancement algorithms often lead to image distortion and do not guarantee image
quality. Traditional image enhancement algorithms fail to preserve image texture and
detail while enhancing image brightness. This article aims to propose a computationally
simple image enhancement algorithm that balances the enhancement of image brightness
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while preserving image details. By avoiding excessive enhancement in certain areas, the
algorithm can be better applied to real-life situations.

3. Proposed Method

The purpose of this paper is to enhance the contrast of the image while maintaining
the texture and detail information of the image, including the following three parts of the
work: the brightness transformation function, weights definition, and pyramid fusion.

3.1. Brightness Transformation Function

The main characteristic of a low-light image is that the image brightness and contrast
are low, resulting in poor detail recognition. To address this problem, researchers have
explored various methods to improve image brightness. The simplest and most direct
approach is to use linear functions. However, this method neglects the spatial distribution
of image brightness, resulting in over-saturation in high-brightness areas and significant
loss of detail.

To mitigate these problems, researchers have turned to various brightness transfor-
mation function (BTF) models. The most representative of these BTF models are nonlinear
functions, which are better suited for improving image brightness. By adjusting parameters,
these nonlinear functions modify the enhancement amplitude of the image brightness,
avoiding the distortion caused by uniform enhancement across varying brightness levels.
This ensures the naturalness of the enhancement results. Among the nonlinear functions
used, the gamma function [8] is widely used and can be expressed as:

s(I(x)) = c · I(x)α (1)

where c is the constant, I(x) is the input image, and α is the model adjustment parameter.
However, due to unreasonable assumptions of model parameters, the enhancement result
often looks unreal.

Ying [25,26] noted that the histogram of the underexposed image is mainly concen-
trated in the low-brightness region. Consequently, by linearly increasing the pixel values
before conventional gamma correction, the resulting image will closely resemble a well-
exposed image. Therefore, he proposed a new model: the camera response model of
beta-gamma, which was modified on the basis of gamma correction. Before gamma correc-
tion, the pixels of the image were enlarged to obtain the brightness transformation function
g(I(x), k):

g(I(x), k) = β · I(x)γ

β = eb(1−ka)

γ = ka

(2)

where I(x) is the input image, a and b are the parameters of the camera, k is the exposure
rate, and β and γ are calculated by Equation (2). Finally, the brightness transformation
function is:

g(I(x), k) = eb(1−ka) · I(x)ka
. (3)

However, in this model, the image exposure ratio needs to be estimated in advance,
which makes the algorithm complex. Therefore, we propose to use a new and simple
brightness transformation function, which can be defined as

L(I(x), a) = (a + 1)I(x)− aI(x)2 (4)

where I(x) is the input image, and a ∈ (0, 1) is the parameter, which controls the exposure
level and adjusts the magnitude of the curve. This model can be iterative as follows:

Ln(x) = (a + 1)Ln−1(x)− aLn−1(x)2 (5)
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where n is the number of iterations. The graphs of Equation (5) are as follows:
As can be seen in Figure 2b, n controls the curvature, and higher-order curves have a

stronger fitting ability (i.e., larger curvature). Compared to the model proposed by Ying,
our model is more concise. However, this model is still a global adjustment. A global
mapping to adjust image brightness can easily cause image brightness distortion. Therefore,
it is also necessary to process the image after the brightness transformation.

(a) (b)

Figure 2. (a) n is equal to 1. (b) n is equal to 4.

3.2. Weights Definition

Our plan is to fuse two images with different brightnesses and assign the larger weight
value to the pixels with good brightness and the smaller weight value to the pixels with
insufficient brightness. According to the illumination estimation technique, the weight
matrix is defined as follows:

W(x) = T(x)µ (6)

where T(x) is the illumination map, and µ is the model parameter usually set to 1/2. We
need to solve an optimization problem to estimate T(x). First, extract the maximum value
in the R, G, B channels as L(x):

L(x) = MAX
c∈(r,g,b)

Ic(x) (7)

where I(x) is the input image. The illumination estimation technique uses a first-order
backward difference ∇ on L(x) and filters L(x) with a filter kernel w(x). The difference
result and the filtering result are reciprocally multiplied to obtain the weight matrix Wd(x).
It is proposed as follows:

Wd(x) =
1∣∣∣∑y∈w(x)∇dL(y)

∣∣∣+ ε
, d ∈ {h, v} (8)

where∇h is horizontal,∇v is vertical, and ε is a very small constant. Using Wd(x) to approx-
imate the optimal solution for T(x), we should solve the following optimization equation:

min
T(x)

∑
x
((T(x)− L(x))2 + β ∑

d∈{h,v}

Wd(x)(∇dT(x))2

|∇dL(x)|+ δ
) (9)

where h and v are the row and column operations of the difference operation, β is used
to balance the two indices, and δ is a very small constant. The first equation in brackets
is used to control the overall structure of the image, and the second equation controls the
texture details of the image. The minimum value of T(x) is obtained by optimizing the
equation. This value represents the optimal solution of T(x), which is then used to calculate
the weight matrix W(x) based on Equation (6).
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3.3. Pyramid Fusion

The fusion method based on the multi-scale transformation method can effectively
extract and separate image features and then integrate them more effectively, resulting
in fusion results suitable for human eyes. First, the image to be fused is subjected to
multi-scale transformation to obtain both high-frequency and low-frequency information,
including prominent features. Then, selection rules are designed to integrate various
pieces of decomposition information and highlight areas of interest to human eyes in the
fusion results.

Pyramid fusion is a fusion method based on multi-scale transformation [27]. First, the
image is decomposed into different resolution tower layers according to different scales.
Then, the layers of the tower are fused to obtain the fusion pyramid. Finally, the final image
is obtained by reconstruction.

In this section, we will introduce the relevant theories of pyramid decomposition to
facilitate image fusion and reconstruction.

The Gaussian pyramid obtains the high-level image by downsampling from the lower
layer, which can be expressed as

Gl(x, y) =
2

∑
m=−2

2

∑
n=−2

w(m, n)·Gl−1(2x + m, 2y + n)

(0 ≤ l ≤ Lev − 1, 0 ≤ x ≤ Cl − 1, 0 ≤ y ≤ Rl − 1)

(10)

where w(m, n) is the Gaussian filter template and often takes the size of 5× 5. Lev is the
number of pyramid layers. Gi refers to the l-th layer image of the Gaussian pyramid, while
Cl and Rl are the total number of rows and total columns of the l-th layer image, respectively.

When the Gaussian pyramid is decomposed, the Gaussian filter will lose the details of
the image. The introduction of the Laplacian pyramid can preserve the details, and the tex-
ture and detail information of the original image can be restored after image reconstruction
and fusion. The Laplacian pyramid decomposition method is as follows:

I∗l (x, y) = 4
2

∑
m=−2

2

∑
n=−2

w(m.n)·G′l(
x + m

2
,

y + n
2

)

G
′
l(

x + m
2

,
y + n

2
) =

{
Gl(

x+m
2 , y+n

2 ), x+m
2 , y+n

2 ∈ Z
0 else

(11)

where Z is an integer, the Laplacian pyramid Ll of the l-th layer is as follows:

Ll =

{
Gl − I∗l , 0 ≤ l < Lev − 1
GLev − 1 l = Lev − 1.

(12)

In this section, we present the algorithm proposed in this paper. The algorithm consists
of the following steps: First, the source image is transformed by adjusting the brightness
using different parameters. This transformation produces two images. One image has high
brightness and shows prominent details, but it also introduces some brightness distortions.
The other image has lower brightness and less detail but appears more natural. It is
important to note that this process tends to introduce local brightness distortion. To address
this issue, we use illumination estimation technology to create a weight map. This weight
map is then used to perform a multi-scale fusion of the two images obtained in the previous
step. By applying this fusion technique, we finally obtain the enhanced version of the
image using our proposed method.
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In summary, our algorithm provides a simple and effective solution for image en-
hancement. As shown in Figure 1, our algorithm includes the following steps:

(1) According to the specified variable parameters a and n in Formula (5), we obtain
two images, I1 and I2. I1 is brighter than I2.

(2) The two images I1 and I2 are placed in the Laplacian pyramid L· and decomposed
into different layers.

(3) To preserve contrast, the weight matrix should be positively correlated with the
brightness of the scene. Therefore, we compute the weight map W using the image I1 as
the source image.

(4) The weight map W is placed into the Gaussian pyramid G·. The weight map
assigns the larger weight value to the pixels with good brightness and the smaller weight
value to the pixels with insufficient brightness. To make better use of the weight map, we
merge L· and G· in the following way:

Fl(x, y) = L{Il
2(x, y)} × G{W l(x, y)}+ L{Il

1(x, y)} × (1− G{W l(x, y)}) (13)

where l expresses the number of pyramid layers, and Fl(x, y) expresses each layer of
fused pyramid.

(5) The fused image Ff inal(x, y) can be obtained by the inverse transformation of the
fused pyramid image:

Ff inal(x, y) =
0

∑
l=6

Fl(x, y) + u(Fl(x, y)) (14)

where u is an up-sampling operation. We summarize these steps in Algorithm 1.

Algorithm 1: The proposed algorithm

Input: Source image I, parameter a, parameter n
output: The result Ff inal(x, y) after fusion
1: Calculate I1, I2 by Equation (5);
2: Put I1, I2 into the Laplace pyramid;
3: Take image I1 as the source image for calculating the weight map W;
4: Put W into the Gaussian pyramid;
5: for each Il

1, Il
2 and W l do

6: Calculate Fl(x, y) by Equation (13);
7: end for
8: Use Laplacian pyramid reconstruction to obtain the final fused image Ff inal(x, y).

4. Experiment and Analysis

To demonstrate the superiority of our method, we compared it with several advanced
methods, including the dehazing-based method (Dong) [13], the illumination estimation-
based model (LIME) [14], a multiscale Retinex with color restoration (MSRCR) [12], the
multi-deviation fusion method (MF) [17], the naturalness-preserving enhancement method
(NPE) [15], and the simultaneous reflection and illumination estimation method (SRIE) [16].

Our method consists of three parts: the brightness transformation function (BTF)
model, weights definition, and pyramid fusion. By using the brightness transformation
function and appropriate adjustment parameters, two images with different brightnesses
can be obtained. One image has a lower brightness and less detail but appears more natural.
The other image is high in brightness and has excellent detail but also has some brightness
distortion. We set the parameter a in the BTF model to two different values, 0.25 and 0.55,
to obtain two images with different brightness. We have verified the rationality of the
parameters as much as possible, and the current parameters are suitable for most images.
We set n in the BTF model equal to four, which can deal with most cases satisfactorily. In
the pyramid fusion part, we set the number of pyramid layers to seven.
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4.1. Subjective Evaluation of Experimental Results

In this section, we subjectively analyze the effect of the proposed method on different
images and compare it with other methods. The performance of our method was tested
on the VE-LOL dataset [20], which is a large low-light image dataset with rich materials,
including indoor and outdoor scenes. Due to space limitations, we selected eight rep-
resentative images, namely “bookshelf”, “cupboard”, “doll”, “classroom”, “swimming
pool”, “hall”, “gym”, and “wardrobe”. Figures 3–10 show the experimental results of the
different methods.

The enhanced images obtained by our method are brighter and more natural, as
shown in Figure 3. In comparison, the images obtained by the MF, NPE, and SRIE methods
lack brightness and detail, making it difficult to clearly see the dolls on the bookshelf. In
addition, these methods suffer from noise and artifacts. It is obvious that the MSR method
increases the image brightness excessively.

In Figure 4, the scene in the cabinet has a clear bottle of wine after image enhancement.
In the more complex scene shown in Figure 5, our method demonstrates its ability to
enhance the pattern with satisfactory contrast, allowing clear visualization of dolls, fruits,
and costumes. Figure 6 clearly shows the artifacts surrounding the bright areas when
Dong’s algorithm is applied.

In the swimming pool scene shown in Figure 7, the MF method produces excessive
noise and lacks noticeable contrast. In contrast, our method excels in preserving rich and
natural details, allowing for a more realistic image restoration. Figure 8 shows the presence
of brightness distortion in the LIME method. Figure 9 shows a gym scene. In addition,
Figure 10 shows that our method excels in both brightness balance and detail rendering,
outperforming other algorithms.

The detailed analysis of the experimental results reveals several problems with the
different image enhancement methods. The enhanced images of Dong have too much
noise; their details are blurred. The enhanced images of LIME are visually pleasing, but
the details of the dark region in the enhanced image are not clear. The enhanced images of
MSRCR show excessive overall brightness enhancement. A detailed analysis shows that
the overall enhancement effect of MF is not clear, and they look unnatural. The enhanced
images of NPE are relatively natural, but the image is noisy, and the color saturation is
slightly lower. The SRIE method makes the enhancement effect weak and does not show
the details of the image. Our method achieves a balanced enhancement of image brightness
without excessive enhancement.
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Input Dong LIME MSR

MF NPE SRIE Ours

Figure 3. Enhanced effect of “bookshelf” image.

Input Dong LIME MSR

MF NPE SRIE Ours

Figure 4. Enhanced effect of “cupboard” image.
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Input Dong LIME MSR

MF NPE SRIE Ours

Figure 5. Enhanced effect of “doll” image.

Input Dong LIME MSR

MF NPE SRIE Ours

Figure 6. Enhanced effect of “classroom” image.
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Input Dong LIME MSR

MF NPE SRIE Ours

Figure 7. Enhanced effect of “swimming pool” image.

Input Dong LIME MSR

MF NPE SRIE Ours

Figure 8. Enhanced effect of “hall” image.
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Input Dong LIME MSR

MF NPE SRIE Ours

Figure 9. Enhanced effect of “gym” image.

MF NPE SRIE Ours

Input Dong LIME MSR

Figure 10. Enhanced effect of “wardrobe” image.

4.2. Objective Assessment of Image Quality
4.2.1. Lightness Order Error (LOE)

Objective indicators are crucial for evaluating the performance of fusion algorithms.
In this study, we use three objective evaluation indicators to evaluate different methods,
including lightness order error (LOE) [15], visual information fidelity (VIF) [28], and the
natural image quality evaluator (NIQE) [29]. Among them, LOE is an important indicator
to judge the image enhancement algorithm, which is defined as:

LOE =
1
n

n

∑
i=1

RD(x) (15)
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RD(x) =
n

∑
j=1

U(L(x), L(y)⊕U(Le(x), Le(y) (16)

where n is the number of pixels, L(x) represents the lightness component at location x
of the input images, ⊕ stands for exclusive-or operator, Le(x) represents the lightness
component at location x of the enhanced images, and U(p, q) is a function that returns
1 if p ≥ q, 0 otherwise. A smaller LOE value indicates better brightness naturalness.
Quantitative comparisons of the performance among the different methods are presented
in Table 1. It is evident from Table 1 that our enhanced images have the smallest LOE
values, demonstrating the best brightness naturalness.

Table 1. Quantitative measurement results of LOE. The bold numbers indicate the best performance.

Input Dong LIME MSR MF NPE SRIE Ours

bookshelf 961.8 1063.3 1942.6 563.3 810.3 608.2 358.2
cupboard 306.9 431.4 930.6 368.4 678.3 348.9 361.9

doll 449.9 645.1 1534.8 397.2 800.5 476.8 365.5
classroom 470.6 687.7 1636.5 598.1 1120.9 539.7 410.3

swimming pool 1244.6 538.2 1373.6 684.5 1875.2 1140.9 295.5
hall 805.6 622.1 1638.9 658.9 1698.9 801.1 280.7
gym 625.8 846.9 1742.8 533.3 1014.2 666.2 392.1

wardrobe 574.3 1211.5 2477.9 613.3 554.2 429.5 455.2

4.2.2. Visual Information Fidelity

Another important metric used to assess image quality is visual information fidelity
(VIF). The VIF assesses the information fidelity of the image by comparing the degree of
information agreement in two HVS (human visual system) results. A higher VIF value
indicates better visual information. Table 2 presents the VIF values and shows that our
method does not achieve the highest VIF values, but it is higher than the other four methods.
Therefore, our method still produces images with good visual information.

Table 2. Quantitative measurement results of VIF. The bold numbers indicate the best performance.

Input Dong LIME MSR MF NPE SRIE Ours

bookshelf 9.734 18.763 16.214 7.199 8.374 4.908 11.533
cupboard 35.375 82.298 89.709 42.794 54.187 14.187 63.57

doll 41.627 146.493 165.138 59.936 63.301 16.742 66.871
classroom 42.835 125.786 137.805 55.984 85.473 16.337 95.942

swimming pool 9.256 23.655 19.558 9.109 13.393 4.373 15.948
hall 8.537 18.114 14.541 8.858 9.876 4.361 10.375
gym 23.621 84.685 70.673 30.145 48.797 9.566 54.606

wardrobe 22.204 42.362 36.703 16.675 22.063 9.233 31.02

4.2.3. Natural Image Quality Evaluator

The natural image quality evaluator (NIQE) is an evaluation model that is computed
from a large number of natural scene images and used to evaluate image quality. A lower
NIQE value indicates better image quality. From Table 3, our enhanced images have the
lowest NIQE values, indicating the best image quality.
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Table 3. Quantitative measurement results of NIQE. The bold numbers indicate the best performance.

Input Dong LIME MSR MF NPE SRIE Ours

bookshelf 8.331 9.002 8.059 8.704 9.018 7.769 7.081
cupboard 11.372 10.927 10.998 12.932 11.566 10.224 10.128

doll 7.653 8.085 8.536 8.389 8.106 7.741 7.588
classroom 10.714 11.547 10.322 11.485 11.485 10.771 10.153

swimming pool 9.913 9.247 8.864 9.585 9.264 8.501 8.438
hall 10.703 11.119 9.788 11.919 10.272 9.922 9.673
gym 8.885 8.509 8.232 9.843 8.314 7.652 7.145

wardrobe 6.965 7.412 6.762 7.805 7.209 6.423 5.782

The NIQE values of the algorithms were compared, and the average values of the three
datasets were calculated by running experiments on each algorithm on the VV, LIME [14],
and DICM [30] datasets. As can be seen from Table 4, the NIQE value obtained by our
method is the smallest, which proves the superiority of our method.

Table 4. Comparison of the NIQE values of each algorithm in three datasets. The bold numbers
indicate the best performance.

Method DICM LIME VV Avg.

Dong [13] 4.313 2.601 3.597 3.504
LIME [14] 3.421 2.636 3.561 3.206
MSR [12] 3.346 2.452 3.629 3.142
MF [17] 3.506 2.825 3.234 3.188

NPE [15] 3.277 2.562 3.191 3.024
SRIE [16] 3.556 2.541 3.454 3.183

Ours 3.121 2.235 3.152 2.836

We comprehensively compare different evaluation metrics. This provides a more
stable evaluation of the performance of the enhancement method. The most important
metric for evaluating the quality of image enhancement algorithms is the LOE. As shown
in Table 1, the MF algorithm produces images with a low LOE and good performance. In
particular, the LOE value of the Dong algorithm is the lowest for the “cupboard” image,
while our algorithm has the lowest LOE value for all other test images, demonstrating the
superiority of our algorithm over others. Regarding the VIF indicators, the LIME and MSR
algorithms show the best performance. However, subjectively, images enhanced by the
LIME and MSR algorithms may suffer from brightness distortion. In contrast, our method
achieves a balanced enhancement with a higher VIF value compared to other algorithms.
Although our method does not achieve the highest value of VIF, it can still preserve the
visual information of images well.

When observing Tables 1–4, there are two optimal values (LOE and NIQE) in the three
evaluation indexes, which indicates that the proposed method is more effective and that
the enhanced image retains more detailed information while improving the brightness.
Therefore, our method is better than other advanced methods.

5. Discussion

All the images in this paper were taken under low light conditions and all the exper-
imental algorithms used were image enhancement algorithms. The proposed algorithm
has the ability to process any single low-brightness image without the need for multiple
lens images with different brightnesses of the same scene. In practical application, it can
effectively solve the problem in which the fusion result is natural but not obvious, or in
which its details are obvious, but the overall brightness is too bright. This makes the
algorithm versatile and useful in cases where the fusion result needs to be improved in
terms of natural visibility and overall brightness. By analyzing the model, we find that
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there are also some deficiencies. As shown in Figure 11, we adjust the parameter a while n
is equal to four. It was observed that as the value of a increases, the details of the dark area
become more pronounced, but the image is also prone to over-enhancement. Therefore,
how to choose a is a problem that needs to be studied. We expect to solve this problem by
adaptive selection of parameter a in the future.

(a) (b) (c)

(e) (f)(d)

Figure 11. Detail preservation. (a) Original image; (b) a = 0.1; (c) a = 0.3; (d) a = 0.5; (e) a = 0.7;
(f) a = 0.9.

The method presented is simple and effective, but further research is needed to achieve
real-time processing of low-light images and better application in areas such as nighttime
image acquisition.

6. Conclusions

In this paper, a low-brightness image enhancement algorithm is proposed to improve
image brightness while avoiding excessive enhancement of local areas. First, a novel
brightness transformation function is used to obtain two images. Then, the illumination
estimation technique is used to construct a weight matrix. Finally, the enhanced image is
obtained by merging the two images using the weight matrix and the Laplacian pyramid
algorithm. Our method is a simple and effective algorithm that enhances image brightness
while addressing the problem of local brightness distortion. It achieves this by combining a
multi-scale fusion algorithm and a brightness transformation function. Compared with
other algorithms, the proposed method has lower evaluation values in the natural image
quality evaluator (NIQE) and lightness order error (LOE) indices than other image enhance-
ment algorithms. In the future, it is necessary to further optimize the algorithms to improve
the quality of low-light images to a level that is most suitable for human observation and
resembles natural images.
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