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a b s t r a c t 

Displacement measurement technology based on an image recognition method can realize high-performance 
more easily than traditional technology. Compared with a transmission-type displacement measurement method 
illuminated by parallel light, a method based on reflection projection recognition can achieve smaller volume and 
have great advantages in an application environment with limited volume. However, due to the spherical light- 
field effects of point light used in reflection-type displacement measurement, the illumination intensity in different 
areas of an image sensor is different, resulting in some displacement measurement errors. Therefore, this study 
analyzed displacement measurement error based on reflective projection imaging and presented a corresponding 
error compensation method. First, taking the point light as the emission source, a miniaturized displacement 
measurement mechanism was proposed based on reflection projection imaging. Then, according to the wavefront 
recording model of the point light, a model of measurement error caused by differing illumination intensity 
was established. Finally, the corresponding compensation method was proposed and verified by simulations and 
experiments. After simulation analysis, the influencing factors of reflection-type displacement measurement error 
were established. When a circular grating with 86 mm diameter was used in experiments, the error compensation 
function proposed improved the measurement accuracy from 7.03 arcsec to 5.4 arcsec. Research done in this 
study demonstrated the error influencing factors of the reflective-type displacement measurement method and 
proposed an effective error compensation method, which thus laid a foundation for miniaturization and high- 
precision reflective-type displacement measurement technology. 
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. Introduction 

Digital displacement measurement technology is the core feedback
f numerical control machining equipment and its measurement perfor-
ance directly affects the level of high-precision manufacturing tech-
ology. At present, the existing digital displacement measurement tech-
ologies mainly include optical grating, magnetic grating, capacitance
rating, and time grating with various measurement methods well ap-
lied in the industrial field. In the research of capacitive grating, Anan-
an [ 1 ] proposed in 2017 a wide-range capacitive sensor for linear and
ngular displacement measurement. Yu [ 2 ] proposed in 2019 a high-
recision absolute angular-displacement capacitive sensor using three-
tage time-grating in conjunction with a remodulation scheme. In the
tudy of time grating, Chen [ 3 ] proposed in 2015 a long range time-
rating sensor for displacement measurement and achieved nanometer
ccuracy in his experiments. In the study of magnetic gratings, Park [ 4 ]
nd Nguyen [ 5 ] in 2021 carried out the research of high-precision mag-
etic grating. Meanwhile, optical grating displacement measurement
echnology has been widely used because of its strong anti-interference
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eature, simple structure, and ability to easily perform large-range mea-
urements. In 2020, Ye [ 6 , 7 ] proposed an electronic interpolator based
n the ratio metric linearization conversion method and a precise phase
emodulation algorithm and achieved high measurement resolution and
ccuracy. 

Among above measurement methods, optical grating measurement
echnology has been widely used in various fields because of its high
easurement accuracy, strong anti-interference, and ease in realizing

arge range measurement. In optical grating displacement measurement
echnology, how to achieve higher measurement resolution and higher
easurement accuracy in a small size range has become a research
otspot. 

Traditional optical grating displacement measurement technology
ainly depends on “Moiré fringe ” or other spatial measurement sig-
als [ 8 ]. According to previous research, the traditional photoelectric
isplacement measurement method has the following shortcomings:
) In order to achieve higher measurement resolution, the traditional
ethod needs to rely on higher density scribed lines. Restricted by the

ptical diffraction limit, crosstalk between code channels, and other fac-
ors, higher density scribed lines cannot be further realized on small-size
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Fig. 1. Transmission-type IDM method. 
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Fig. 2. Principle of reflection-type IDM. 
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rating disks. 2) If the traditional measurement method wants to realize
bsolute measurement, it needs to adopt mutual cooperation between
he “coding track ” and “incremental track. ” This leads to steps of “align-
ent period ” and “staggering phase ” between the signals of different

ode channels. A slight offset will cause measurement error. 3) The mea-
urement accuracy of traditional measurement methods depends on the
ideal degree of Moiré fringe. ” If the measurement signal has changes
uch as “amplitude offset ” and “phase offset, ” the measurement accu-
acy will decrease. 

To solve the shortcomings of traditional measurement technology,
mage-type displacement measurement (IDM) technology has been pro-
osed based on an image recognition method in previous research
 Fig. 1 ) [ 9 ]. 

IDM technology uses digital image processing to recognize the preset
attern on the grating disk and then realizes high-resolution displace-
ent measurements through a subpixel positioning algorithm. Based on

he advantages of digital image processing, IDM has higher robustness,
igher fault tolerance, and higher flexibility. Therefore, it has become a
esearch hotspot for new high-performance optical grating displacement
easurement technology. 

According to the literature, in recent years, there have been several
tudies on IDM. Das [ 10 ] proposed in 2013 a displacement measurement
ethod based on a gray gradient pattern, realizing a measurement res-

lution of 1 mm. Baji ć [ 11 ] proposed in 2014 a displacement measure-
ent method based on color recognition, which uses a disk coated with
 uniform changing color to realize a rotation angle measurement with
 linear error of 1°. Tomasz [ 12 ] proposed in 2015 a sequence coding
ethod based on two-dimensional (2D) image recognition, which real-

zes 2 n ̂2 position coding on n -circle code channels. Fu [ 13 ] proposed in
015 a method for constructing a time-grating double coordinate sys-
em based on CCD pixels and realized ± 2μm measurement accuracy. Mu
 14 ] used in 2019 a CMOS image sensor to recognize single code channel
seudo-random code and realized 20-bit code recognition. Yuan [ 15 ]
roposed in 2019 a high-precision subdivision algorithm with robust
erformance and achieved a measurement accuracy of 1.6 arcsec on a
9mm diameter grating disk. In 2020, Kim [ 16 ] has proposed a 2D plane
isplacement measurement coding method based on RGB three-channel
olor coding, which achieved a resolution of 0.5 μm and a maximum
easurement error of 3.1 μm in the range of a 24 × 24 mm plane. Syn-

hesizing the previous research progress, reducing the volume of the
easuring device, and improving its accuracy is the research hotspot of
any scholars. 

In previous research, the author proposed an IDM method based
n a linear image recognition method. The principle is to irradiate the
ransmission-type grating disk with a parallel light, map the pattern on
he grating disk to the linear image sensor, and then realize the measure-
ent and output of the current absolute displacement through a digital

mage processing algorithm. On this basis, in-depth research has been
erformed on methods for improving measurement resolution [ 17 , 18 ],
ethods for improving measurement accuracy [ 19 , 20 ] and methods for

mproving stain resistance [ 21 ]. Through previous research, it has been
ound that the transmission-type IDM method could further reduce the
ongitudinal height. 
2 
In this study, a reflection-type IDM method was proposed, using a
oint light to irradiate the grating disk. This realized the displacement
easurement through the recognition of the reflection projection of the

rating disk. Because the light wave emitted by the point light was a
pherical light wave, there would be some measurement errors or even
rong output. Therefore, this paper analyzed the factors affecting the
easurement and put forward an error compensation method for im-
roving the measurement accuracy of reflection-type IDM, thus ensuring
hat measurement output was correct. 

The main layout of this paper was: Section 2 presented the IDM prin-
iple based on reflection projection imaging. Section 3 established the
rror model and presented the error compensation method. Section 4 an-
lyzed the proposed error model by simulation and pointed influencing
actors. Section 5 was experimental verification and Conclusions pre-
ented in Section 6 . 

. Reflection-type IDM 

.1. Measuring optical path 

IDM technology mainly uses a linear image sensor to collect the pat-
ern on a grating disk and then realizes high-performance displacement
easurements through a digital-image processing algorithm. In the mea-

urement light path of the previous study, the image sensor needs to be
lluminated by a parallel light to realize transmission-type image acqui-
ition [ 9 ]. Limited by the height of parallel light, the transmission-type
easurement light path cannot further reduce the volume. Therefore, a

eflection-type IDM optical path was proposed here ( Fig. 2 ). 
The system included a linear image sensor, point light, grating disk,

nd rotation axis. “Coded lines ” for displacement measurement were
rawn on the grating disk. When light emitted by the point light shined
n the grating disk reflecting surface, the pattern of coded lines was
eflected to the linear image sensor. The image sensor collected the gray
alue of the reflection projection and obtained the IDM value of the
urrent position through subsequent calculation. 

.2. Decoding method 

To realize displacement measurements, 2 N coded lines were drawn
n the grating disk. All coded lines were located in a same diameter and
ll distances between adjacent coded lines the same. There were two
inds of coded lines in the circumference. The “wider ” line was set to
epresent coding element “1 ” and the “narrower ” line coding element
0 ”. Through pseudo-random shift coding, single channel absolute cod-
ng was realized. When the number of coded lines in the circumference
as 2 N , N -bit coding was formed in the circumference of the circular
rating, as shown in the coding pattern in Fig. 2 . At this time, the image
ollected by the linear image sensor needed to contain at least N coded
ines. Adjacent N -coded lines formed a unique coding group. When the
rating disk moved one position of the coded line, the coding group
ollected by the linear image sensor shifted once, so as to form a new
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Fig. 3. Pattern collected by linear image sensor, including 12 lines. 
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Fig. 4. Point light illumination model. 
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p  
oding group. Each group of coding corresponded to a unique decoding
alue. 

Through identification of the code, after the current coding group
as obtained, the decoding value corresponding to the coding group
as obtained by accessing a table and the decoding value set as value A .

.3. Displacement subdivision principle 

The measurement resolution was further improved by performing a
subdivision operation ” between adjacent coded lines. The line pattern
f a certain acquisition is shown in Fig. 3 . 

The coordinate system was established with the position of each pixel
s the abscissa-axis, with the pixel gray value p ( x ) as the vertical-axis,
ith the center point of the image as the zero point ( Fig. 3 ). Examining

he gray value information of 12 coded lines according to width, the 12
oded lines could be distinguished and the coding elements represented
y them were (grouped in consecutive trios) {1, 1, 0, 0, 1, 0, 0, 1, 1, 0, 0,
, 1, 0}. At the same time, the centroid positions of two coded lines on
oth sides of the coordinate origin were calculated by the centroid algo-
ithm, which was expressed as x a and x b , respectively. The stability and
ccuracy of the centroid location algorithm was increased using a square
eighted centroid algorithm for calculations, using Eq. 1 , expressed as

 𝑎 

(
𝑥 𝑏 
)
= 

∑
𝑥 

𝑥 ⋅ 𝑝 ( 𝑥 ) 2 ∑
𝑥 

𝑝 ( 𝑥 ) 2 
(1)

here x limits to the range of each coded line pixel, from which the
ositioning points of two lines were calculated. Then, a ratio algorithm
as used to calculate the subdivision value using Eq. 2 , as 

 = 𝜂 ⋅
𝑥 𝑏 

𝑥 𝑏 − 𝑥 𝑎 
(2)

here 𝜂 is the subdivision multiple, which represents the numerical
apping of the spacing between adjacent coded lines. The larger the
was , the higher the resolution of measurement subdivision B . How-

ver, due to the influence of factors, such as pixel gray value and noise
n practical application, a too large 𝜂 cannot be realized and its value
eeds to be determined by experiment. 

Finally, after obtaining the decoding value A and subdivision value
 at the same time, the final output of displacement measurement was
xpressed in Eq. 3 , as 

 = 𝐴 ⋅ 𝜂 + 𝐵 (3)

. Error analysis of reflection-type measurement 

.1. Light wave propagation function 

According to the optical path in Fig. 2 , the reflective optical path of
he light wave emitted by the point light is shown in Fig. 4 . 

The spherical light wave emitted by the point light reached the lin-
ar image sensor after being reflected by the grating surface ( Fig. 4 a).
n practical application, the height of the point light from the grating
3 
as h 1 , the height of the linear image sensor from the grating h 2 , and
he lateral distance between the point light and linear image sensor
 c = d 1 + d 2 . Then, d 1 and d 2 were represented in Eq. 4 , as 

 

 

 

 

 

𝑑 1 = 

𝑑 𝑐 ℎ 1 
ℎ 1 + ℎ 2 

𝑑 2 = 

𝑑 𝑐 ℎ 2 
ℎ 1 + ℎ 2 

(4) 

With the minimum optical distance from the point light to the grating
s z 1 and the optical distance from the grating to the linear image sensor
enter z 2 , then z 1 and z 2 was calculated using Eq. 5 , expressed as 

 

 

 

 

 

𝑧 1 = 

√ 

ℎ 2 1 + 𝑑 2 1 

𝑧 1 = 

√ 

ℎ 2 2 + 𝑑 2 2 

(5) 

For ease of analysis, the light wave model illuminated by the point
ight was changed into a plane model ( Fig. 4 b). The coordinate system
as established with the straight line of the pixel on the linear image

ensor as the x -axis and the center point of the linear image sensor as
he origin. At this time, the light propagation distance between the point
ight and linear image sensor center was z c = z 1 + z 2 . Therefore, the
ptical distance from the point light to any position of the linear sensor
as shown in Eq. 6 , expressed as 

 = 

√ 

𝑧 2 
𝑐 
+ 𝑥 2 (6)

As the light wave emitted from the point light was a spherical wave,
he radius of the spherical wave was r in Eq. 6 . For analytical conve-
ience, the initial light field amplitude of the point light was assumed
o be “u 0. ” Then, according to the light wave diffraction transfer func-
ion, the expression of the light field reaching the linear image sensor
as expressed in Eq. 7 , as 

 ( 𝑥 ) = 

𝑢 0 
𝑟 
exp 

[
𝑗 
2 𝜋𝑟 
𝜆

]
(7)

here, 𝑗 = 

√
−1 , 𝜆 is the wavelength of light wave, and the light field

ntensity | U ( x )| 2 = ( u 0 / r ) 
2 . As the linear image sensor only obtained

he light intensity of the light field when collecting light, the distance
etween the pixel position and sensor center was let to be x and the col-
ected pixel gray value directly proportional to the light field intensity,
xpressed in Eq. 8 as 

 ( 𝑥 ) = 𝑘 ⋅ |𝑈 ( 𝑥 ) |2 = 𝑘 ⋅
𝑢 2 0 

𝑧 2 
𝑐 
+ 𝑥 2 

(8)

here, k is a ratio coefficient between gray value and illumination inten-
ity, which is a constant. Due to the change in transmission distance, the
llumination intensity of the spherical light was different at the linear
mage sensor. 

.2. Error model 

Affected by changes in light intensity, the gray value at different
ixel positions on the linear image sensor also changed accordingly.



H. Yu, Q. Wan, L. Liang et al. Optics and Lasers in Engineering 161 (2023) 107401 

Fig. 5. Gray value curve of coded lines. 
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rom the model Eq. 8 , the gray value curves of two coded lines on both
ides of the center point of the image sensor are shown in Fig. 5 . 

The upper end of a collected coded line was distorted due to the
hange in light wave irradiation intensity ( Fig. 5 ). At this time, when
he centroid algorithm in Eq. 1 was used for calculation, there was an
ffset. 

When the coded line’s range on the x -axis on the left side of the
oordinate origin was set as { x 1 –x 2 }, then the gray values at positions
 1 and x 2 were expressed as Eq. 9 ( Fig. 5 ), being 

 

 

 

 

 

𝑝 
(
𝑥 1 
)
= 𝑘 ⋅

𝑢 2 0 
𝑥 2 1 + 𝑧 

2 
𝑐 

𝑝 
(
𝑥 2 
)
= 𝑘 ⋅

𝑢 2 0 
𝑥 2 2 + 𝑧 

2 
𝑐 

(9) 

When distortion existed, the gray value curve of every coded line
as assumed to be approximately a “trapezoid. ” Therefore, according

o the centroid algorithm, the centroid position of x’ a on the left side of
he coordinate origin was shown in Eq. 10 , as 

 

′
𝑎 
= 

[
𝑝 ( 𝑥 1 ) 2 ⋅𝑥 1 + 𝑝 ( 𝑥 2 ) 2 ⋅𝑥 2 

]
⋅( 𝑥 2 − 𝑥 1 ) ∕2 [

𝑝 ( 𝑥 1 ) 2 + 𝑝 ( 𝑥 2 ) 2 
]
⋅( 𝑥 2 − 𝑥 1 ) ∕2 

= 

𝑥 1 ⋅
(
𝑥 2 2 + 𝑧 

2 
𝑐 

)2 
+ 𝑥 2 ⋅

(
𝑥 2 1 + 𝑧 

2 
𝑐 

)2 
(
𝑥 2 1 + 𝑧 

2 
𝑐 

)2 
+ 
(
𝑥 2 2 + 𝑧 

2 
𝑐 

)2 
(10) 

Similarly, corresponding to the coded line on the right side of the
oordinate origin, the centroid position of x’ b was shown in Eq. 11 , as 

 

′
𝑏 
= 

[
𝑝 ( 𝑥 3 ) 2 ⋅𝑥 3 + 𝑝 ( 𝑥 4 ) 2 ⋅𝑥 4 

]
⋅( 𝑥 4 − 𝑥 3 ) ∕2 [

𝑝 ( 𝑥 1 ) 2 + 𝑝 ( 𝑥 2 ) 2 
]
⋅( 𝑥 4 − 𝑥 3 ) ∕2 

= 

𝑥 3 ⋅
(
𝑥 2 4 + 𝑧 

2 
𝑐 

)2 
+ 𝑥 4 ⋅

(
𝑥 2 3 + 𝑧 

2 
𝑐 

)2 
(
𝑥 2 3 + 𝑧 

2 
𝑐 

)2 
+ 
(
𝑥 2 4 + 𝑧 

2 
𝑐 

)2 
(11) 

Next, the situation when there was no light distortion was analyzed.
he gray value curve of the coded line was assumed to be approximately
 “rectangle, ” when there was no distortion. Then, the centroid position-
ng points were x a = ( x 1 + x 2 )/2 and x b = ( x 3 + x 4 )/2. Therefore, when
he point light irradiated unevenly, the offsets from x a and x b were re-
pectively shown in Eqs. 12 and 13 . 

𝑎 = 𝑥 𝑎 − 𝑥 ′
𝑎 

= 

( 𝑥 1 + 𝑥 2 ) 
2 − 

𝑥 1 ⋅
(
𝑥 2 2 + 𝑧 

2 
𝑐 

)2 
+ 𝑥 2 ⋅

(
𝑥 2 1 + 𝑧 

2 
𝑐 

)2 
(
𝑥 2 1 + 𝑧 

2 
𝑐 

)2 
+ 
(
𝑥 2 2 + 𝑧 

2 
𝑐 

)2 (12) 

𝑏 = 𝑥 𝑏 − 𝑥 ′
𝑏 

= 

( 𝑥 3 + 𝑥 4 ) 
2 − 

𝑥 3 ⋅
(
𝑥 2 4 + 𝑧 

2 
𝑐 

)2 
+ 𝑥 4 ⋅

(
𝑥 2 3 + 𝑧 

2 
𝑐 

)2 
(
𝑥 2 3 + 𝑧 

2 
𝑐 

)2 
+ 
(
𝑥 2 4 + 𝑧 

2 
𝑐 

)2 (13) 

When the offset is brought into the displacement subdivision algo-
ithm ( Eq. 2 ), the measured subdivision value after offset was shown in
q. 14 , expressed as 

 

′ = 𝜂 ⋅
𝑥 𝑏 − Δ𝑏 (

𝑥 𝑏 − 𝑥 𝑎 
)
− ( Δ𝑎 + Δ𝑏 ) 

(14)
4 
Therefore, when illumination distortion occurred, the error model
enerated by the IDM algorithm was Eq. 15 , expressed as 

 = 𝐵 − 𝐵 

′ = 𝜂 ⋅

[ 

𝑥 𝑏 

𝑥 𝑏 − 𝑥 𝑎 
− 

𝑥 𝑏 − Δ𝑏 (
𝑥 𝑏 − 𝑥 𝑎 

)
− ( Δ𝑎 + Δ𝑏 ) 

] 

(15)

When distortion existed, there was a certain offset in the IDM al-
orithm due to the change in illumination intensity, thus resulting in
isplacement measurement error ( Eq. 15 ). 

.3. Error compensation algorithm 

To realize compensation for light intensity, it was necessary to com-
ensate the light intensity received by the linear image sensor. The
ethod used here was to multiply the gray value of each pixel by a

ompensation value, so as to eliminate the centroid offset of coded lines
aused by uneven illumination. According to the light intensity model,
he compensation function should be inversely proportional to the dis-
orted light intensity. Therefore, the compensation function was set, as
hown in Eq. 16 . 

 ( 𝑥 ) = 

𝑥 2 + 𝑧 2 
𝑐 

𝑧 2 
𝑐 

(16)

here x is the distance between any pixel position and the sensor’s cen-
er point, x 2 + z c 

2 the square of the optical path of light wave, and de-
ominator z c 

2 used to realize normalization. After compensation, the
ight field intensity was expressed in Eq. 17 as 

 

′( 𝑥 ) = 𝑝 ( 𝑥 ) ⋅ 𝑓 ( 𝑥 ) = 𝑘 ⋅
𝑢 2 0 

𝑧 2 
𝑐 

= 𝑝 ( 𝑥 ) |𝑥 =0 (17)

After the compensation operation, k, u 0 , and z c in Eq. 17 were seen to
e constants. Illumination intensity at any position on the linear image
ensor became the same as the gray value of the sensor center where
 = 0 (according to Eq. 8 , when x = 0, p (0) = k ∙u 0 2 / z c 2 ). And the light
ntensity received within the range of the image sensor became uniform.

. Simulation analysis 

.1. Simulation of line widths changing 

According to the error model, when the widths of the two coding
ines on both sides of the image center point were different, the error
as large. It was assumed that the coded line between x 1 and x 2 was a

narrow ” line with a width of 𝜂/ M ( Fig. 5 ), and the coded line between
 3 and x 4 a “wide ” line with a width of 2 𝜂/ M ( M the variable to be
imulated, with a larger M value indicating that the coding line became
maller). 

To simulate the displacement measurement error, the variation
ange of x a was set to x a = {- 𝜂∼0}. As x b - x a = 𝜂, the value of the cor-
esponding x b was x b = x a + 𝜂. (When the circumference contained 2 N 

oded lines, 𝜂 was the mapping value of 360°/2 N ). Then, according to
he variation of x a and x b , the values corresponding to x 1 , x 2 , x 3 , and
 4 were respectively as follows: 

The value of x 1 was x a - 𝜂/2 M , 
x 2 was x a + 𝜂/2 M , 
x 3 was x b - 𝜂/ M , and 
x 4 was x b + 𝜂/ M . 
To simulate the application environment, the height between the

oint light and grating disk was set to h 1 = 4 mm and the height between
he image sensor and grating disk at h 2 = 3 mm. The transverse distance
etween the point light and linear image sensor was d c = 4 mm. Through
alculations, there were 

d 1 = d c h 1 /( h 1 + h 2 ) = 2.2857 mm, 
d 2 = d c h 2 /( h 1 + h 2 ) = 1.7143 mm, 
z 1 = ( h 1 

2 + d 1 
2 ) 0.5 = 4.6070 mm; 

z = ( h 2 + d 2 ) 0.5 = 3.4553 mm, and 
2 2 2 
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Fig. 6. Error curve when the width of coded line changed. 
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Fig. 7. Error curve when illumination distance changed. 

Fig. 8. Experimental device. 
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z c = z 1 + z 2 = 8.0623 mm. 
When M = 2, 3, 4, and 5, B ’ was taken as the abscissa and E = B - B ’ as

he ordinate. The curve of measurement error E was simulated according
o Eq. 15 ( Fig. 6 ). 

In practical application, if 2 N = 512 coded lines included in the cir-
umference of grating disk, then 𝜂 equivalent to mapping of angle value
60 × 3600/512 arcsec, at this time 𝜂 ≈ 2531.25 arcsec. Then, when
 = 2, the error peak value was E max = 0.002887 𝜂 = 7.31 arcsec. 

The abscissa in Fig. 6 represented the measurement value of displace-
ent subdivision. At the position where the abscissa-axis was B ’ = 𝜂/2,

he error reached the maximum. At positions B ’ = 0 and B ’ = 𝜂, the
inimum error became E = 0. The ordinate in Fig. 6 represented the
ultiple of 𝜂, with the larger the 𝜂, the larger the error peak. 

At the same time, the error peak was also seen to gradually decrease
ith increased M value. This was because, when the width of the coded

ine became narrow, the influence of illumination intensity distortion
n the measurement gradually became smaller. However, to achieve a
ood reflection imaging effect, the value of M in practical application
ould not be infinitely larger. 

Through simulation, it was concluded that: 

1) The error peak decreased with decreased 𝜂. According to the preset
of the grating disk, when 2 N coded lines were included in the circum-
ference, the 𝜂 was the mapping of 360°/2 N . Therefore, the smaller
the 𝜂 was, the smaller the imaging area required by IDM. However,
the optical system for reflection imaging did not include an imaging
lens. Thus, to make full use of all the pixel range of the linear image
sensor, the collected image needed to match the pixel range of the
sensor. Thus, the value of 𝜂 could not be arbitrarily reduced. 

2) The error peak value decreased with increased M . A larger M meant
that the width of the coded line became smaller. However, in reflec-
tion imaging, the narrow width of the coded line made the displace-
ment measurement wrong. A too-narrow coded line did not achieve
good reflection imaging. In general engineering application, the ef-
fect was better when 2 < M < 4. 

.2. Simulation of illumination distance z c changing 

The displacement measurement error when the illumination distance
 c changed was simulated on the basis of Section 4.1 , with the fixed
alue of M at 3. The optical distance from the point light to the image
ensor central was assumed to be z c = 5, 6, 7, 8, and 9 mm, with B ’
aken as the abscissa and E = B - B ’ as the ordinate, from which the curve
f error E = B - B ’ was simulated ( Fig. 7 ). 

If 2 N = 512 coded lines were included in the circumference of the grat-
ng disk in practical application, then 𝜂 was equivalent to the mapping of
he angle value 360 × 3600/512 arcsec, at this time 𝜂 ≈ 2531.25 arcsec.
hen, when z c = 5 mm, the error peak value was E max = 0.003318 𝜂 = 8.4
rcsec. 

In the simulation curve, the peak value of error decreased gradually
ith change in illumination distance z . This was because, when the
c 

5 
ptical distance between the point light and linear image sensor became
arger, the light intensity of the spherical wave became gradually similar
o a plane wave and the distortion of the light intensity thus became
maller. 

However, in practical application, the change of z c produced two in-
uences: 1) To increase the optical path distance of z c , it was necessary
o raise the height of h 1 or h 2 , which made the volume of the measuring
evice larger and not conducive to miniaturization. 2) When the opti-
al path z c became larger, the light intensity reaching the linear image
ensor also became weaker, which reduced the signal-to-noise ratio of
he light wave signal and was not conducive to high-performance mea-
urement. Thus, to ensure miniaturization design, z c was ≤ 9 mm in the
eneral design. 

. Experiments 

.1. Experimental device design 

The performance of the proposed error compensation model was
ested by designing a reflection-type IDM device based on the point light
 Fig. 8 ). 

The number of pixels in the employed linear image sensor was
 × 256 pixels, sensor photosensitive length 13 mm, and pixel size
.0508 mm. According to the preset, the wavelength of the point light
sed was 640 nm, point light height from the grating disk h 1 at 2.5
m, height of the grating disk reached by the linear image sensor h 2 at
.5 mm, and the transverse distance between the point light and linear
mage sensor d c at 1.5 mm. After calculation, the optical path between
he light and midpoint of the linear image sensor was 

z 1 = ( h 1 
2 + d 1 

2 ) 0.5 = 3.5355 mm, 
z 2 = ( h 2 

2 + d 2 
2 ) 0.5 = 2.1213 mm, and 

z c = z 1 + z 2 = 5.6569 mm. 
It was calculated that z c 

2 = ( z 1 + z 2 ) 
2 = 32 mm 

2 . Therefore, the il-
umination compensation function was f ( x ) = ( z c 

2 + x 2 )/ z c 
2 = 1 + x 2 /32.

he pixel number was set as i and, when the range of i was 1–256 pixels,
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Fig. 9. Image comparison before and after compensation. 

Table 1 

Error value without compensa- 
tion (Uint: arcsec). 

No. Errors No. Errors 

1 0 10 9.1 
2 6.3 11 4.1 
3 − 2.4 12 − 7.4 
4 5.8 13 − 0.1 
5 − 5.6 14 9.6 
6 − 3.2 15 0.2 
7 − 5.1 16 5.9 
8 − 1.5 17 − 3.4 
9 − 5.4 
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Table 2 

Error value after compensation 
(Uint: arcsec). 

No. Errors No. Errors 

1 0 10 21.3 
2 8.5 11 8 
3 − 1.4 12 − 3.4 
4 14.1 13 3.4 
5 5.6 14 16.3 
6 − 1.6 15 0.8 
7 6.5 16 2.6 
8 1.2 17 − 0.8 
9 − 1.1 

Fig. 10. Error test principle. 

Fig. 11. Error comparison curve. 

 

a  

t  

T
 

s  

s
 

r  

w  

m

6

 

n  

t  

f  

s  

q  

l  

i  

l

he corresponding compensation function was Eq. 18 , expressed as 

 ( 𝑖 ) = 1 + [ ( 𝑖 − 128 ) × 0 . 0508 ] 2 ∕32 (18)

The grating disk used in the experiment contains 2 N = 2 9 = 512
oded lines in the circumference. The angle between adjacent coded
ines was 360°/512 = 0.7031° and the mapping value forced to be
= 2 15 , resulting in a measurement resolution of 360°/2 9 + 15 (24-bit).
n the grating disk, M was preset at ≈3.2. At this time, the width range
f coded line was 

Variation range of x 1 was {-7.4 𝜂/6.4, - 𝜂/6.4}, x 2 at {-5.4 𝜂/6.4,
/6.4}, x 3 at {- 𝜂/3.2, 2.2 𝜂/3.2}, and x 4 at { 𝜂/3.2, 4.2 𝜂/3.2}. 

.2. Illumination compensation verification 

The compensation effect of the compensation function was tested
y examining the image collected by the image sensor ( Fig. 6 ). When
he compensation function was not added, the pattern collected by the
inear image sensor is shown in Fig. 9 a and the pattern collected after
dding the compensation function f ( i ) shown in Fig. 9 b. 

Before compensation, it was observed that there was clear “distor-
ion ” due to the influence of the spherical illumination intensity emitted
y the point light ( Fig. 9 a). After adding compensation, the distortion
n the “dark area ” at the bottom of the gray value curve was signifi-
antly reduced ( Fig. 9 b). There was a slight “fluctuation ” in gray values
f the “bright area ” at the top of the gray curve. Through analysis, these
slight fluctuations ” were found to be caused by the uneven reflection
ntensity of the grating disk (caused by the different widths of the lines
n the grating). At the same time, the accuracy of the compensation pa-
ameters z 1 and z 2 also affected the compensation effect. In practical ap-
lication, these “fluctuations ” could be ignored. Therefore, experiments
emonstrated that the compensation function was effective. 

.3. Error comparison test 

The performance of the proposed method was tested using a 17 poly-
edron and laser autocollimator to examine the error. The test principle
s shown in Fig. 11 . 

After error testing, the measured error data without compensation is
hown in Table 1 . 
6 
The standard deviation of the error data in Table 1 was 𝜎1 = 5.4
rcsec. Then, the compensation function was added to the experimen-
al device and the error. Retested. The obtained error data is shown in
able 2 . 

The standard deviation of error data in Table 2 was 𝜎2 = 7.03 arc-
ec. For comparison, the error curves before and after compensation are
hown in Fig. 12. 

The fluctuations of the error curve after compensation were clearly
educed, compared to before compensation. The measurement accuracy
as also improved from 7.03 arcsec to 5.4 arcsec. Thus, these experi-
ents showed that the compensation was effective ( Fig. 10 ). 

. Conclusions 

IDM technology based on image recognition method has become a
ew high-performance displacement measurement technology in digi-
al displacement feedback systems because of its high robustness, high
ault tolerance, and high flexibility. In previous research, the transmis-
ion grating disk is illuminated by parallel light to realize pattern ac-
uisition. Although it can achieve high performance measurement, it is
imited by the volume of the parallel light. Thus, it cannot further real-
ze miniaturization, which is required in application environments with
imited volume. 
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To reduce the volume of the IDM device, a reflection-type displace-
ent measurement method was proposed by irradiating the grating disk
ith a point light and then the error of this reflection-type IDM method
nalyzed. First, a reflective measuring light path was designed to be il-
uminated by a point light. Then, the measurement error model caused
y point light illumination was established and a illumination intensity
rror compensation method proposed. Finally, the error compensation
ethod was verified by experiments. 

Through simulation of the proposed error model, it was concluded
hat: 1) Reducing the width of the coded line on the grating disk re-
uced the error caused by uneven illumination. 2) Increasing the height
etween the point light and grating disk reduced the measurement error.
owever, in practical engineering applications, the width of the coded

ine could not be arbitrarily reduced and the height of the point light not
reatly improved. It was still necessary to compensate the error caused
y uneven illumination. 

Based on error analysis, an error compensation method was pro-
osed. Experimental verification showed that measurement accuracy
as improved from 7.5 to 4.5" using the proposed error compensation
ethod on a grating disk with a diameter of 86 mm. 

The error compensation method proposed was demonstrated to be
ffective. The study deeply analyzed the error factors when using a point
ight to realize reflection-type IDM and presented an effective error com-
ensation method. This study provided a theoretical basis for miniatur-
zed high-performance displacement measurement technology. 
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