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A B S T R A C T

This paper presents an improved cascaded model-free predictive speed and current control with the periodic
and aperiodic disturbances suppression to achieve a smooth speed. The cascaded structure has an external
speed loop and an internal current loop, both implemented with model-free predictive control to enhance the
robustness of the controller. The current loop is designed based on the finite control set model-free predictive
current control (FCS-MFPCC) strategy with an ultra-local model to regulate the stator currents, and the speed
loop uses the proposed continuous control set model-free predictive speed control (CCS-MFPSC) to make full
use of the excellent dynamic performance of the current-loop controller. To suppress the periodic disturbance
that exists in the PMSM system, an improved parallel quasi-resonant controller (QRC) with an error limitation is
embedded into the CCS-MFPSC, which can generate the compensated current. Based on the stability condition,
the stability of the proposed MFPSC-QRC strategy is directly analyzed in the z-domain. Finally, the effectiveness
and feasibility of the proposed cascaded model-free predictive speed and current strategy are validated on a
PMSM test platform.
1. Introduction

Permanent magnet synchronous motor (PMSM) has been exten-
sively implemented in aerospace, cutting-edge servo systems, and other
fields benefiting from their remarkable characteristics such as superior
torque inertia ratio, high efficiency, and excellent environmental adapt-
ability. For a high-precision system, an outstanding speed-tracking
performance is required [1–3]. However, the periodic and aperiodic
disturbances in the PMSM control system will cause motor speed fluc-
tuation, which may reduce the speed tracking accuracy. Meanwhile,
the PMSM control system is a typical strong-coupling, multivariable,
and nonlinear system. Therefore, a high-performance control strategy
is required to achieve an excellent PMSM control system [4].

Over the last few decades, benefiting from the rapid development of
microelectronics and computing power for the hardware platform, MPC
that is suitable for multivariate and nonlinear systems has attracted
the interest of scholars. The MPC can be regarded as an optimization
problem. Based on the switching frequency, MPC applied in power
electronics can be classified into the finite control set MPC (FCS-MPC)
and continuous control set MPC (CCS-MPC) [5]. FCS-MPC can directly
determine the optimal switching states of the converter that has a
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discrete nature by calculating all the possible results. In contrast, CCS-
MPC derives the optimal control actuation by solving an optimization
problem. In [6], these two methods were compared, and they exhib-
ited similar dynamic behaviors. However, compared with CCS-MPC,
FCS-MPC may have a higher computational burden.

Whether for the FCS-MPC or CCS-MPC, the motor parameters will
be directly applied to predict the future variables, which will cause
a prediction error if the parameters mismatch between the nominal
values and actual values [7]. Therefore, it is essential to enhance the
robustness of the controller. In [8,9], online and offline identification
methods are studied to identify the applied parameters, which can
be directly revised. In addition, observer-based compensation strate-
gies, such as disturbance observer (DOB) and extended state observer
(ESO) [10], are proposed in [11] to observe the predicted error caused
by parameters mismatch. In addition to the aforementioned methods, a
data-driven model-free predictive current control (FCS-MFPCC) method
is proposed in [12,13]. The FCS-MFPCC strategy can predict the future
current based on a look-up table without directly applying the param-
eters and PMSM model, which can weaken the effect of parameter
mismatch. In [14], an ultra-local model is studied to update the look-up
table in the FCS-MFPCC. The model-free strategy provides a new idea
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to overcome the reliance on motor parameters without increasing the
complexity of the controller.

An outstanding advantage of the MPC is its excellent dynamic
performance. However, there exist periodic and aperiodic disturbances
in the PMSM control system, which will cause speed and current fluc-
tuations. Therefore, to ensure the performance of the MPC controller at
a steady state, it is necessary to suppress the aperiodic and periodic dis-
turbances. For the aperiodic disturbance, common suppression methods
include feedforward compensation and observer, such as sliding mode
control and ADRC. According to the designed extended state observer
(ESO) or sliding mode observer (SMO), the aperiodic disturbance will
be online observed. Then, the estimated disturbance will be embedded
into the controller to suppress the aperiodic disturbance [15]. However,
because of the limited bandwidth, periodic disturbance may not be
observed effectively by the observer. Therefore, to suppress the periodic
disturbance, considerable efforts have been made in [16–19]. One of
them is to modify the observer. In [16], an iterative learning method is
applied with a disturbance observer to modify the gain of the observer.
Besides, a periodic disturbance observer (PDOB) is proposed in [17],
which can compensate for the periodic signal by embedding a time-
delay link into a disturbance observer. Apart from the aforementioned
methods, some advanced controllers, such as repetitive control [18],
resonant control [19], and so on, have been researched to compensate
for the periodic disturbance. The repetitive control [18] can improve
the tracking accuracy by introducing the previous period deviation into
the subsequent control period. In [19], a resonant controller that can
increase the gain at fundamental and harmonic frequencies is applied to
generate the compensated current to suppress the period disturbance.
Generally, the aperiodic and periodic disturbances will simultaneously
influence the performance of the controller. Therefore, it is essential to
suppress the periodic and aperiodic disturbances simultaneously.

For a liner cascaded control, since the response speed of the internal
current loop is faster than that of the external speed loop, the speed
loop must have a compromise on the bandwidth to guarantee that
the bandwidth of the speed loop is smaller than that of the current
loop [20]. In [14], the FCS-MFPCC strategy is applied in the current
loop to regulate the stator currents, and the reference current can be
effectively tracked. However, the dynamic performance of the control
system is still influenced by a classical PI controller. To make full use
of the outstanding dynamic performance of the MPC, an improved
cascaded model-free predictive speed and current control strategy is
studied in this paper. The internal current loop is designed based
on the FCS-MFPCC strategy to regulate the stator currents, and the
external speed loop uses the proposed continuous control set model-free
predictive speed control (CCS-MFPSC) to fast respond to the speed and
load change. Furthermore, an ESO that is applied to observe the lumped
disturbance term of the ultra-local model can simultaneously suppress
the aperiodic disturbance, and an improved parallel quasi-resonant
controller (QRC) with an error limitation is inserted into the proposed
CCS-MFPSC to suppress the periodic disturbance. The following is a
summary of the main contributions.

(1) An improved cascaded model-free predictive speed and current
control strategy is proposed to take full advantage of the excel-
lent dynamic performance for the MPC and get rid of the reliance
on motor parameters, which can decrease the response time and
speed overshoot.

(2) A parallel QRC is embedded in the external speed loop to im-
prove the speed tracking performance at a steady state, which
can be used together with the designed ESO to simultaneously
suppress the periodic and aperiodic disturbances.

(3) To avoid the dynamic performance of the proposed CCS-MFPSC
being affected, the action time of the embedded QRC is limited
based on the speed tracking error.
667
The remainder of this paper is organized as follows. The PMSM
mathematical model and torque ripple are analyzed in Sections Sec-
tion 2. Section 3 elaborates the proposed cascaded model-free predic-
tive speed and current control strategy. In Section 4, the validation of
the stability and the parameters selection of the designed MFPSC-QRC
controller is presented. Section 5 presents the comparative experi-
mental results to test the feasibility of the proposed cascaded model-
free predictive control strategy. The conclusions are summarized in
Section 6.

2. PMSM model and torque ripple analysis

In this section, the mathematical and dynamic models of the PMSM
are established. In addition, torque ripple is briefly analyzed, and the
dynamic model is rewritten by considering the periodic and aperiodic
disturbances.

2.1. PMSM model

In the rotating reference frame (dq-axis), the PMSM mathematical
model can be expressed without considering the eddy currents and
hysteresis loss as
[

𝑢d

𝑢q

]

=

[

𝐿d 0

0 𝐿q

][

̇𝑖d
̇𝑖q

]

+

[

𝑅s −𝐿q𝑛p𝜔m

𝐿d𝑛p𝜔m 𝑅s

][

𝑖d
𝑖q

]

+

[

0

𝑛p𝜔m𝜓f

]

(1)

where
[

𝑖d 𝑖q
]𝑇 denotes the matrix of the dq-axis stator current;

[

𝑢d 𝑢q
]𝑇 denotes the matrix of the dq-axis stator voltage;

[

𝐿d 𝐿q
]𝑇

denotes the matrix of the dq-axis inductance; 𝑛p represents the number
of pole pairs; 𝑅s represents the stator resistance; 𝜔m represents the rotor
mechanical angular velocity and 𝜓f represents the flux linkage.

Furthermore, the dynamic equation of PMSM can be written as

𝐽
𝑛p

𝑑𝜔e
𝑑𝑡

= 𝑇e − 𝑇L − 𝐵
𝑛p
𝜔e (2)

where 𝜔e denotes the rotor electrical angular velocity; 𝐽 denotes the
rotational inertia; 𝐵 denotes the friction coefficient; 𝑇L denotes the
load torque; 𝑇e represents the electromagnetic torque of the PMSM. The
equation of 𝑇e can be expressed as

𝑇e = 3
2
𝑛p𝑖q

[

𝜓f +
(

𝐿d − 𝐿q
)

𝑖d
]

. (3)

2.2. Torque ripple analysis

One of the goals of a PMSM control system is to achieve a smooth
speed. However, the disturbances that exist in the control system will
cause the speed to fluctuate, which will enlarge the speed tracking
error. Based on the disturbance generation mechanism, the distur-
bances in the speed loop can be divided into periodic and aperiodic
disturbances. The main aperiodic disturbances can be divided into three
categories: friction torque, parameters mismatch, and load torque [21].
In addition, the main periodic disturbance is caused by the current
sampling error that consists of the scaling errors and direct current
(DC) offset. Because the stator current and voltage are measured by the
sensors, the scaling errors and DC offset that exist in the measurement
system will oscillate the torque at different frequencies [22]. In addition
to the current detection error, inverter nonlinearity, cogging torque,
and magnetic flux harmonics also introduce higher harmonics [16].
Therefore, for a surface-mounted PMSM that satisfies 𝐿d = 𝐿q, the dy-
namic equation that considers the aperiodic and periodic disturbances
can be revised as
(𝐽 + 𝛥𝐽 )

𝑛p

𝑑𝜔e
𝑑𝑡

= 𝑇e − 𝑇L −
(𝐵 + 𝛥𝐵)

𝑛p
𝜔e

= 3 𝑛p
(

𝜓f + 𝛥𝜓f
)

𝑖q − 𝑇L −
(𝐵 + 𝛥𝐵)

𝜔e + 𝑇eap + 𝑇ep

(4)
2 𝑛p
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Fig. 1. Block diagram of the proposed cascaded model-free predictive control.
where 𝛥𝐽 denotes the variation of the rotational inertia; 𝛥𝜓f denotes
the variation of the flux linkage; 𝛥𝐵 denotes the variation of the friction
coefficient; 𝑇eap and 𝑇ep represent the electromagnetic torque caused by
the aperiodic disturbance and periodic disturbance, respectively.

In the PMSM drive system, the periodic torque ripples can be
expressed as

𝑇ep = 3
2
𝑛p

( ∞
∑

𝑛=1
𝜓6n cos

(

6n𝜃e
)

)

⋅
(

𝛥𝑖vsi + 𝛥𝑖sample
)

+ 𝑇cog (5)

where 𝜓6n denotes the 6nth harmonic amplitude of the motor flux; 𝜃e is
the motor electrical angle; 𝛥𝑖vsi represents the current errors caused by
the nonlinearity of the inverter; 𝛥𝑖sample represents the current errors
introduced by the current sampling; and 𝑇cog represents the motor
cogging torque. According to [16], the 𝛥𝑖vsi, 𝛥𝑖sample and 𝑇cog can be
depicted as

⎧

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪
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⎪
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𝜔e

√

𝑅2
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(
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)2

[
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(
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)

+ 𝐴2 cos
(

6𝜃e + 𝜃7
)

+
48𝑉dead
35𝜔e𝜋

sin
(

6𝜃e
)

]

𝛥𝑖sample = 2
√

3

√

𝛥𝑖2a + 𝛥𝑖a𝛥𝑖b + 𝛥𝑖2b ⋅ cos
(

𝜃e + 𝜃1
)

+
𝑖s
√

3

(

𝑘a − 𝑘b
𝑘a𝑘b

)

×
[

cos
(

2𝜃e +
𝜋
3

)

+ 1
2

]

𝑇cog =
∞
∑

n=1
𝑇cog_n sin

(

𝑛𝜂𝜃𝑒
)

(6)

where 𝐴1 and 𝐴2 are the harmonics amplitudes; 𝜃5 and 𝜃7 are the initial
phase; 𝑉dead denotes the voltage variation that is affected by the dead-
time; 𝛥𝑖a and 𝛥𝑖b denote the direct current (DC) bias of the a-phase
current 𝑖a and b-phase current 𝑖b, respectively; 𝜃1 is an angle value that
is associated with 𝛥𝑖a and 𝛥𝑖b. 𝑖s denotes the phase current amplitude;
𝑘a and 𝑘b denote the scaling factors of the 𝑖a and 𝑖b; 𝜂 denote the least
common multiple between the number of poles and slots; and 𝑇
668

cog_n
Fig. 2. Bode plot for the disturbance estimation with 𝜔𝑜𝑏 = [100 200 300].

denote the harmonic amplitude of the 𝑛th cogging torque. According to
(5) and (6), apart from the DC components, the torque ripples mainly
include the 1st, 2nd, and 6th harmonic components.

3. Proposed cascaded control strategy

In this section, a cascade mode-free predictive control strategy
that consists of two main parts is described, as shown in Fig. 1. The
cascaded structure mainly includes an external speed loop and an
internal current loop. The external speed loop is applied to generate the
reference current for the current loop, and the internal current loop can
determine the optimal switching states according to the designed cost
function. The details of the designed control strategy are elaborated in
the next subsection.

3.1. Internal current loop controller

For the current loop, the FCS-MFPCC strategy that is based on a
look-up table (LUT) is applied. In Fig. 1, the modulator is not applied
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Fig. 3. The structure block diagram for the parallel QRC.

rather than directly generates the switching states that are generated by
minimizing the cost function. In this case, the cost function is designed
as

𝑔j =
(

𝑖ref
q_out − 𝑖k+2qp

|

|

|j

)2
+
(

𝑖ref
d − 𝑖k+2dp

|

|

|j

)2
, j = 0,… , 7 (7)

where 𝑖ref
q_out denotes the 𝑞-axis reference current that is generated

from the external speed loop; 𝑖ref
d denotes the 𝑑-axis reference current;

𝑖k+2qp and 𝑖k+2dp represent the dq-axis predicted currents at the (𝑘 + 2)th
sampling period, and j represents the voltage number of the inverter.

In the FCS-MFPCC, the stator currents are predicted with a look-up
table (LUT) that is applied to store the current variations. According to
the LUT, the future currents are predicted as

⎧

⎪

⎨

⎪

⎩

𝒊k+1sp = 𝒊ks + 𝛥𝒊ks,LUT
|

|

|𝒖k
s

𝒊k+2sp
|

|

|j
= 𝒊k+1sp + 𝛥𝒊k+1s,LUT

|

|

|𝒖j

(8)

where 𝒊s =
[

𝑖d 𝑖q
]𝑇 ; 𝒊ks and 𝒖k

s represent the sampling current and
applied voltage vector at the (𝑘+1)th sampling period, respectively; 𝒊k+1sp
represents the predicted current at the (𝑘)th sampling period; 𝛥𝒊ks,LUT
and 𝛥𝒊k+1s,LUT denote the current variations corresponding to the voltage
vectors, which are stored in the look-up table (LUT) [14].

Substituting (8) into (7), the cost function 𝑔j of the all possible
results will be calculated. Then, the optimal switching state (i.e., opti-
mal voltage vector) will be determined by choosing the minimum cost
function (7).

𝑆opt = arg min 𝑔
(

𝑢j
)

(9)

where 𝑆opt denotes the selected optimal switching states.

3.2. External speed loop controller

Here, the CCS-MFPSC strategy is proposed to track the reference
speed without directly using motor parameters, which is considered as a
replacement to the conventional PI controller. Meanwhile, an improved
parallel quasi-resonant controller (QRC) with an error limitation is
introduced into the CCS-MFPSC to suppress the periodic disturbance.

3.2.1. CCS-MFPSC controller design
The proposed CCS-MFPSC controller is based on the PMSM dynamic

model that is given in (2) and (4). Taking 𝜔e and 𝑖q as the output and
input variables, the dynamic equation (4) with the lumped disturbance
can be rewritten in the ultra-local model form [23] as
𝑑𝜔m
𝑑𝑡

= 𝐹𝜔 + 𝛼𝜔𝑖q (10)

where 𝐹𝜔 represents the lumped disturbance that includes parameters
variation, periodic and aperiodic disturbances; and 𝛼𝜔 represents the
optional scaling factor that can be designed by the designer.
669
To generate a more accurate 𝑞-axis reference current, a second-
order Taylor expansion is applied to discretize the dynamic model (10),
which is derived as
⎧

⎪

⎪

⎨

⎪

⎪

⎩

𝜔k+1
m = 𝜔k

m +
𝑑𝜔m
𝑑𝑡

⋅ 𝑡𝜔 +
𝑑2𝜔m
𝑑𝑡2

⋅
𝑡2𝜔
2

𝑑2𝜔m
𝑑𝑡2

=
𝑑𝑖q
𝑑𝑡

(11)

where 𝜔k
m and 𝜔k+1

m denote the mechanical angular velocity at the
(𝑘)th and (𝑘 + 1)th sampling period, respectively; 𝑡𝜔 represents the
speed-loop sampling period.

Substituting (10) into (11) and using the backward Euler transfor-
mation, the discrete-time dynamic model can be obtained. By replacing
𝜔k+1

m and 𝑖kq with 𝜔ref
m and 𝑖ref

q in (11), the 𝑞-axis reference current is
derived as

𝑖ref
q = 2

3𝛼𝜔𝑡𝜔

(

𝜔ref
m − 𝜔k

m
)

− 2
3𝛼𝜔

𝐹 k
𝜔 + 1

3
𝑖k−1q (12)

where 𝑖ref
q denotes the 𝑞-axis reference current; 𝐹 k

𝜔 represents the esti-
mated lumped disturbance at the (𝑘)th sampling period; 𝑖k−1q denotes
the 𝑞-axis current at the (𝑘 − 1)th sampling period.

Furthermore, to obtain the unknown disturbance and avoid directly
using the motor parameters, a discrete-time ESO is designed to observe
the lumped disturbance 𝐹 k

𝜔 . Taking 𝜔m and 𝑖q in (10) as state variables
and applying the first-order backward Euler transformation, i.e. ̇̂𝜔m =
�̂�k

m−�̂�k−1
m

𝑡𝜔
and ̇̂𝐹𝜔 = 𝐹 k

𝜔−𝐹
k−1
𝜔

𝑡𝜔
, the discrete-time ESO is designed as

⎧

⎪

⎪

⎨

⎪

⎪

⎩

𝑒k
𝜔 = �̂�k

m − 𝜔k
m

�̂�k
m = �̂�k−1

m + 𝑡𝜔
[

𝐹 k
𝜔 + 𝛼𝜔𝑖kq − 𝜆1𝑒k

𝜔

]

𝐹 k
𝜔 = 𝐹 k−1

𝜔 − 𝑡𝜔𝜆2𝑒k
𝜔

. (13)

where �̂�k−1
m and �̂�k

m denote the observed mechanical angular velocity
at the (𝑘 − 1)th and (𝑘)th sampling period, respectively; 𝑒k

𝜔 denotes the
observed error of the mechanical angular velocity at the (𝑘)th sampling
period; and 𝐹 k−1

𝜔 represents the observed lumped disturbance at the
(𝑘 − 1)th sampling period; and 𝜆1 and 𝜆2 are the gain coefficients for
the designed ESO. Normally, the 𝜆1 and 𝜆2 follow the equation that
𝜆1 = 2𝜔ob and 𝜆2 = 𝜔2

ob [24], where 𝜔ob represents the bandwidth of
the designed ESO. According to (13), the designed ESO can estimate the
lumped disturbance 𝐹 𝑘𝜔 . Substituting 𝐹 𝑘𝜔 into (12), the 𝑞-axis reference
current will be derived.

3.2.2. MFPSC-QRC controller design
In the proposed CCS-MFPSC strategy, multiple disturbances are

denoted as a lumped disturbance that is estimated by the designed ESO.
However, Fig. 2 shows that the high-frequency periodic disturbance
may lost because of the limited passing frequency. Therefore, to achieve
a smooth speed, a compensation method is necessary to suppress the
periodic disturbances in (5). According to (5), the torque ripples mainly
include the 1st, 2nd, and 6th harmonic components. Therefore, to
reduce the torque ripples, a parallel QRC for the harmonics is designed
as
𝐺QRC (𝑠) = 𝐺1

QRC (𝑠) + 𝐺2
QRC (𝑠) + 𝐺6

QRC (𝑠)

=
∑

m=1,2,6

2𝐾m
r 𝜔

m
c 𝑠

𝑠2 + 2𝜔m
c 𝑠 +

(

m𝜔e
)2

(14)

where m = 1, 2, 6 means the 1st, 2nd and 6th harmonic components;
𝜔m

c denotes the 𝑚th cutoff frequency; and 𝐾m
r denotes the 𝑚th resonant

coefficient. Based on (4) to (6), the period of the periodic disturbance
is associated with the electrical angle of the motor. Therefore, the
resonant frequencies of the designed QRC are the 𝑚th electrical angular
velocity to suppress the periodic disturbance.

Fig. 3 shows the structure diagram of the parallel QRC. Because the
three QRCs have similar structures, we can calculate the 1st, 2nd, and
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Fig. 4. The flowchart of the proposed cascaded model-free predictive control strategy.
6th harmonic components separately and add them together. Taking
𝐺1

QRC (𝑠) as an example, based on the Tustin transform, i.e., 𝑠 = 2
𝑇

1−𝑧−1
1+𝑧−1 ,

the discrete-time transform function for the 𝐺1
QRC (𝑠) can be derived as

𝐺1
QRC (𝑧)

=
4𝐾1

r 𝜔
1
c𝑡𝜔

(

1 − 𝑧−2
)

(

4 + 4𝜔1
c𝑡𝜔 + 𝜔2

e𝑡2𝜔
)

+
(

2𝜔2
e𝑡2𝜔 − 8

)

𝑧−1 +
(

4 − 4𝜔1
c𝑡𝜔 + 𝜔2

e𝑡2𝜔
)

𝑧−2
.

(15)

Next, the discrete-time transform function 𝐺2
QRC (𝑧) and 𝐺6

QRC (𝑧)
can be derived with a similar method. Therefore, the discrete-time
transform function of the applied QRC can be calculated as

𝐺QRC (𝑧) = 𝐺1
QRC (𝑧) + 𝐺2

QRC (𝑧) + 𝐺6
QRC (𝑧) (16)

For the designed parallel QRC, the input variable is the speed
tracking error, and the output variable is the compensated current
to minish the torque ripples. Therefore, based on the discrete-time
transform functions (15) and (16), the compensated current can be
calculated as

𝛥𝑖ref
q =

[

𝜔ref
e − 𝜔k

e
]

[

𝐺1
QRC (𝑧) + 𝐺2

QRC (𝑧) + 𝐺6
QRC (𝑧)

]

(17)

where 𝜔ref
e denotes the reference electrical angular velocity; 𝜔k

e denotes
the motor electrical angular velocity at the (𝑘)th sampling period. Fi-
nally, considering the periodic disturbance, the 𝑞-axis reference current
can be revised by combining (17) and (12) as

𝑖ref
q_out = 𝑖ref

q + 𝛥𝑖ref
q (18)

where 𝑖ref
q_out represents the revised 𝑞-axis reference current.

To ensure the security of the hardware system, a limitation on the
revised reference current is necessary to avoid an excessive current that
will destroy the hardware platform. The limitation is set as

𝑖ref
q_out =

⎧

⎪

⎪

⎨

⎪

⎪

−𝑖limq , 𝑖ref
q_out < −𝑖limq

𝑖ref
q_out, −𝑖limq ≤ 𝑖ref

q_out ≤ 𝑖limq

𝑖lim, 𝑖ref > 𝑖lim

(19)
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⎩

q q_out q
where 𝑖limq denotes the limitation for the output reference current.
For a QRC, because the resonant controller involves two integra-

tors [25], a large speed error will be accumulated when the motor
starts, and wind-up issues will appear, which will cause speed over-
shoot. Therefore, to decrease the overshoot of the speed and avoid the
dynamic performance being influenced, a judgment condition is set to
limit the input value of the QRC, i.e. speed tracking error. If the speed
error 𝑒k

m (𝑒k
m = 𝜔ref

m −𝜔k
m) is larger than the limitation 𝑒lim, the designed

QRC will not operate and the 𝑞-axis reference current will be derived
from (12). Meanwhile, if the speed error 𝑒k

m is less than the limitation
𝑒lim, the designed QRC will generate a compensated current in (18).
To elaborate on the proposed method more clearly, Fig. 4 exhibits
the flowchart of the proposed cascaded model-free predictive control
strategy. In the flowchart, the 𝑔opt denotes the minimum cost function.

4. Stability analysis and parameters configuration

4.1. Stability analysis of the designed MFPSC-QRC controller

This section analyzes the stability of the designed MFPSC-QRC
controller by simplifying the closed-loop system as an equivalent unity-
feedback system. Based on the shift operator (𝑧−1), we can combine the
target information from different sampling periods. According to (13),
if we eliminate the speed estimated error 𝑒k

𝜔, the selected state variables
will be expressed as

⎧

⎪

⎪

⎨

⎪

⎪

⎩

�̂�k
m =

2𝑡𝜔𝜔ob
(

1 − 𝑧−1
)

+ 𝑡2𝜔𝜔
2
ob

(

1 − 𝑧−1 + 𝑡𝜔𝜔ob
)2

⋅ 𝜔k
m +

𝑡𝜔𝛼𝜔
(

1 − 𝑧−1
)

(

1 − 𝑧−1 + 𝑡𝜔𝜔ob
)2

⋅ 𝑖kq

𝐹 k
𝜔 =

(

1 − 𝑧−1
)

𝑡𝜔𝜔2
ob

(

1 − 𝑧−1 + 𝑡𝜔𝜔ob
)2

⋅ 𝜔k
m −

𝑡2𝜔𝜔
2
ob𝛼𝜔

(

1 − 𝑧−1 + 𝑡𝜔𝜔ob
)2

⋅ 𝑖kq

. (20)

Similarly, based on the (12) and (16), the relationship between the
motor speed 𝜔k

m and 𝑞-axis current 𝑖kq is expressed as
(

1 − 1 𝑧−1
)

𝑖kq =
[

2 + 𝐺QRC (𝑧)
]

⋅
(

𝜔∗
m − 𝜔k

m
)

− 2
⋅ 𝐹 k

𝜔 . (21)

3 3𝛼𝜔𝑡𝜔 3𝛼𝜔
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Fig. 5. Block diagram of the closed-loop system with the proposed MFPSC-QRC.
Fig. 6. Block diagram of the equivalent unity-feedback closed-loop system with the proposed MFPSC-QRC.
Fig. 7. Pole-zero map and impulse response of the closed-loop discrete-time system with the proposed MFPSC-QRC. (For interpretation of the references to color in this figure
legend, the reader is referred to the web version of this article.)
Fig. 8. Bode plot of the designed with varying parameters.
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Fig. 9. Absolute value |𝐺e
(

𝑒𝑗𝑚𝜔𝑖𝑛 𝑡𝜔
)

| with varying parameters. (a) 𝜔e = 15.71 rad/s, 𝜔c = 1.5%𝜔e, 𝜔ob = 200, 𝐾r varies from 20 to 400; (b) 𝜔e = 15.71 rad/s, 𝜔c = 1.5%𝜔e, 𝐾1
r = 100,

𝜔ob varies from 100 to 500. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
In (20), the lumped disturbance 𝐹 k
𝜔 can be calculated. Then, substi-

tuting (20) into (21), the 𝑖kq can be derived as

⎧

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎩

𝑖kq = 𝐺2 (𝑧) ⋅
[

𝐺1 (𝑧) ⋅ 𝜔∗
m −𝐻1 (𝑧) ⋅ 𝜔k

m
]

𝐺1 (𝑧) =
2

3𝛼𝜔𝑡𝜔
+ 𝐺QRC (𝑧)

𝐻1 (𝑧) = 𝐺1 (𝑧) +
2

3𝛼𝜔
⋅

(

1 − 𝑧−1
)

𝑡𝜔𝜔2
ob

(

1 − 𝑧−1 + 𝑡𝜔𝜔ob
)2

𝐺2 (𝑧) =
1

1 − 1
3 𝑧

−1 − 2
3 ⋅

𝑡2𝜔𝜔2ob

(1−𝑧−1+𝑡𝜔𝜔ob)2

. (22)

According to (22), the block diagram of the speed closed-loop
system is depicted in Fig. 5. Because the designed MFPSC-QRC con-
troller is implemented on the discrete-time hardware platform, current
and speed information need to be sampled from the sampler. There-
fore, we can simplify the speed closed-loop system to an equivalent
unity-feedback closed-loop system, as shown in Fig. 6.

In Fig. 6, 𝐺′
1(𝑧), 𝐺

′
2(𝑧), 𝑄1(𝑧) and 𝑄2(𝑧) can be expressed as

⎧

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎩

𝐺′
1 (𝑧) =

𝐺1 (𝑧)
𝐻1 (𝑧)

=
𝛥1

(

𝑧−1
) [

2 + 3𝛼𝜔𝑡𝜔𝐺QRC (𝑧)
]

𝛥1
(

𝑧−1
) [

2 + 3𝛼𝜔𝑡𝜔𝐺QRC (𝑧)
]

+ 2
(

1 − 𝑧−1
)

𝑡2𝜔𝜔
2
ob

𝐺′
2 (𝑧) = 𝐺2 (𝑧)𝐻1 (𝑧)

= 1
𝛼𝜔𝑡𝜔

⋅
2𝛥1 (𝑧) + 3𝛼𝜔𝑡𝜔𝐺QRC (𝑧)𝛥1 (𝑧) + 2

(

1 − 𝑧−1
)

𝑡2𝜔𝜔
2
ob

3𝛥1 (𝑧) − 𝑧−1𝛥1 (𝑧) − 2𝑡2𝜔𝜔
2
ob

𝑄1 (𝑧) = 𝛼𝜔𝑡𝜔
( 3
2
− 1

2
𝑧−1

)

𝑄2 (𝑧) =
1

1 − 𝑧−1

(23)

where 𝛥1 (𝑧) =
(

1 − 𝑧−1 + 𝑡𝜔𝜔ob
)2.

Based on Fig. 6, the pulse transfer function for the closed-loop
discrete-time system is written as

𝐺PC (𝑧) =
𝐺′
2 (𝑧)𝑄1 (𝑧)𝑄2 (𝑧)

1 + 𝐺′
2 (𝑧)𝑄1 (𝑧)𝑄2 (𝑧)

. (24)

For a discrete-time system, the sufficient and necessary condition to
be stable is that the poles of the closed-loop system are all located in a
unit circle of the 𝑧-plane. The pole-zero map of the closed-loop discrete-
time system with the proposed MFPSC-QRC is shown in Fig. 7. Because
a parallel quasi-resonant controller is embedded into the designed
MFPSC controller, the corresponding frequencies are involved in the
pole-zero map to suppress the periodic disturbance, as the pink markers
in Fig. 7. Furthermore, the poles of the closed-loop system are all
distributed in the unit circle. Therefore, a conclusion is drawn that the
proposed closed-speed system is stable.
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4.2. Parameters configuration

It can be seen from (23) and Fig. 7 that the stability of the discrete-
time system is associated with three parameters: 𝜔ob, 𝐾m

r (𝐾1
r , 𝐾2

r , 𝐾6
r ),

and 𝜔m
c (𝜔1

c , 𝜔2
c , 𝜔6

c). According to [1], because the torque ripples at
low speed will be more pronounced than at high speed, the resonant
frequency 𝜔e is set to 15.71 rad/s. Fig. 8 shows the bode plot of the
designed QRC with 𝐾r varies (a) and 𝜔c varies (b). In Fig. 8(a), the
gain of the designed QRC that closes to the resonant frequency will
arise with the increased 𝐾r. However, the signal around the resonant
frequency will be amplified with an overlarge 𝐾r, which will influence
the performance of the harmonics suppression. Meanwhile, Fig. 8(b)
shows that the gain near the resonant frequency can be adjusted by
selecting a proper 𝜔c. According to [26], a larger 𝑘r should be set
with the resonant frequency increases. Therefore, the values of 𝑘2r and
𝑘6r are set to 2𝑘1r and 6𝑘1r , respectively. Then, the gain around the
resonant frequency can be decreased by adjusting 𝜔c. In our study, the
𝜔m

c is selected to 1.5%
(

𝑚𝜔e
)

. Besides, 𝜔ob is an important parameter
to observe the lumped disturbance in the ultra-local model. Therefore,
𝜔ob can be designed to be slightly larger to guarantee that the designed
ESO can effectively track the lumped disturbance.

To evaluate the effectiveness of the selected parameters, an ap-
proach that is based on the pulse transfer function of the tracking
error will be applied to estimate the tracking error for the periodic
disturbance. According to Fig. 6, the pulse transfer function of the
tracking error (𝐺e(𝑧)) can be expressed as

𝐺e (𝑧) =
𝐸(𝑧)
𝑓 (𝑧)

=
𝑄2 (𝑧)

1 + 𝐺′
2 (𝑧)𝑄1 (𝑧)

(25)

where 𝑓 (𝑧) represent the periodic disturbance that exists in the lumped
disturbance.

According to the internal model principle [27], substituting 𝑧 =
𝑒𝑗𝑚𝜔in𝑡𝜔 , (𝑚 = 1, 2,… , 𝑛) into (25), the pulse transfer function of the
tracking error can be rewritten as

𝐺e
(

𝑒𝑗𝑚𝜔in𝑡𝜔
)

=
𝑄2

(

𝑒𝑗𝑚𝜔in𝑡𝜔
)

1 + 𝐺′
2
(

𝑒𝑗𝑚𝜔in𝑡𝜔
)

𝑄1
(

𝑒𝑗𝑚𝜔in𝑡𝜔
) (26)

where 𝜔in is the angular velocity of the input periodic signal.
Because the pulse transfer function in (26) is located in the complex

plane, the absolute value |𝐺e
(

𝑒𝑗𝑚𝜔in𝑡𝜔
)

| can be calculated to evaluate
the tracking error of the periodic disturbance with the different angular
velocity 𝜔in. Based on (23) and (26), it can be seen that the absolute
value is associated with the parameters 𝜔ob, 𝐾m

r , and 𝜔m
c . Apart from

𝜔m
c that is set to 1.5%

(

𝑚𝜔e
)

, the value of |𝐺e
(

𝑒𝑗𝑚𝜔in𝑡𝜔
)

| can be drawn in
Fig. 9 with the different 𝜔ob and 𝐾m

r , and the 𝜔in is varies from 0 rad/s
to 141.37 rad/s. The red lines in Fig. 9 denote the angular velocity 𝜔in
matches the resonant frequency of the designed QRC, which will have
a smaller tracking error. Besides, Fig. 9(b) shows that a larger 𝜔ob can
reduce the tracking error while the sensitivity to the measurement noise
will be greater, which will affect the observed performance. Therefore,
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Table 1
Hardware parameters and controller factors.

Symbol Quantity Value Symbol Quantity Value

𝑃𝑟 Rated power 5.5 kW 𝜓𝑓 Permanent magnet flux 0.29 Wb
𝑆𝑟 Rated speed 250 rpm 𝑅𝑠 Stator resistance 0.675 Ω
𝐼𝑟 Rated current 7 A 𝐿𝑠 Stator inductance 0.0065 H
𝑇𝑛 Rated Load 6 N m 𝐽 Rotational inertia 0.0425 kg m2

𝑛𝑝 Number of pole pairs 3 𝐵 Friction coefficient 0.02 N m s
𝑡𝜔 Speed-loop sampling period 1 ms 𝑡𝑠 Current-loop sampling period 100 μs
Fig. 10. Hardware platform system for PMSM.

there is a trade-off between the performance and the sensitivity. In our
study, the 𝜔ob is set to 200. Besides, a larger 𝐾m

r will increase the
gain that close to the resonant frequency, and improve the suppression
performance of the periodic disturbance. Therefore, the 𝐾1

r is set to
100, and 𝑘2r and 𝑘6r are set to 2𝑘1r and 6𝑘1r .

5. Experimental results

To test the feasibility of the proposed cascaded MFPSC-QRC strat-
egy, comparative experiments are implemented in a PMSM hardware
system that integrates an FPGA into a TMS320- F28335(DSP), as shown
in Fig. 10, and the hardware and controller parameters are listed in
Table 1. For the hardware system, the digital signal processor (DSP-
TMS320F28335) is the core component that can process the controller
code and generate the control command. As shown in Fig. 1, a cas-
caded structure will be applied to drive the PMSM. In the following
experiments, the conventional PI control with a reference filter (PI-RF),
the conventional model-based predictive speed control (MBPSC) [20],
and the proposed MFPSC-QRC are performed in the speed-loop. To
ensure a fair comparison between the three strategies, the controller
of the current-loop applies the FCS-MFPCC strategy that is elaborated
in Section 3.1. For the conventional PI control, a reference filter [28] is
embedded to decrease the speed overshoot, and the filter time constant
of the reference filter is set to 0.1 by balancing the response time and
speed drop of the PI controller. The reference filter is designed in the
discrete-time as

𝜔k
m_ref =

𝑡RF
𝑡𝜔 + 𝑡RF

𝜔k−1
m_ref +

𝑡𝜔
𝑡𝜔 + 𝑡RF

𝜔∗
m (27)

where 𝜔k
m_ref and 𝜔k−1

m_ref denote the reference speed that is used in the
speed-loop controller at (𝑘)th and (𝑘 − 1)th sampling period; 𝜔∗

m denotes
the set reference speed. According to [29], the parameters 𝐾p and 𝐾i
in the PI controller are selected as 0.1 and 0.6 by taking the rise time
and speed drop into account. For the conventional MBPSC strategy, the
parameters are determined based on the nominal value. In the proposed
MFPSC-QRC strategy, the scaling factor 𝛼𝜔 is determined by trial and
error to minimize the speed tracking error, which is set to 35. Besides,
the parameters of the QRC in our study are determined to 𝐾1 = 100,
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r

𝐾m
r = 𝑚𝐾1

r , 𝜔m
c = 1.5%

(

𝑚𝜔e
)

, 𝜔ob = 200, and the reference speed is to
50 rpm.

5.1. Periodic disturbance suppression performance

This section compares the steady-state performance of the PI-RF,
conventional MBPSC, and the proposed MFPSC-QRC strategy. The ref-
erence speed is set to 50 rpm. To make the comparison more intuitive, a
periodic disturbance is added to the control system. The expression for
the periodic disturbance is 𝑑 (𝑡) = 0.2 sin

(

𝜔𝑒𝑡
)

+ 0.1 sin
(

2𝜔𝑒𝑡
)

. Figs. 11
and 12 show the experimental results of the speed tracking perfor-
mance, current response, and Fast Fourier Transform (FFT) analysis
of the speed. Because the load torque is categorized as the aperiodic
disturbance, the 50% rated load and 100% rated load are applied in
Figs. 11 and 12, respectively.

As shown in Fig. 11(a) and (b), the periodic disturbance will cause
the motor speed to fluctuate. Because a Kalman filter is applied to
observe the load and disturbance, the speed fluctuation of the con-
ventional MBPSC strategy is 4.27 rpm, which is smaller than the
5.16 rpm of the conventional PI-RF. On the contrary, with the help
of the designed QRC, the periodic disturbance in the proposed strategy
can be effectively suppressed, the speed fluctuation can be reduced to
3.29 rpm, and the current fluctuation is reduced from 1.10 A to 0.68 A.
Apart from the speed fluctuation in the time domain, the FFT results in
the frequency domain also indicate that the proposed MFPSC-QRC can
effectively lower the speed harmonics. Especially for the first harmonic,
the proposed MFPSC-QRC strategy can reduce it from 1.51% to 0.18%.
Meanwhile, the total harmonic distortion (THD) can also be effectively
decreased from 2.41% to 1.42%, which is reduced by 41.08%. A similar
performance of the periodic disturbance suppression is shown in Fig. 12
when the load torque is 100% rated load. To compare the suppression
performance more intuitively, Fig. 13 shows the histogram of the speed
fluctuation and THD for the three strategies. In the proposed MFPSC-
QRC strategy, an improved parallel quasi-resonant controller (QRC)
is embedded into the MFPSC strategy, which can simultaneously sup-
press the aperiodic and periodic disturbance. Therefore, the proposed
MFPSC-QRC strategy has a smaller speed fluctuation and lower THD.

5.2. Dynamic performance comparison

One of the advantages of model predictive control is its excellent dy-
namic performance. Therefore, the experiments are implemented under
the motor starts and the load steps to verify the dynamic performance of
the proposed MFPSC-QRC strategy. The comparison results are shown
in Fig. 14. For a more intuitive comparison, three metrics are chosen
to compare the dynamic performance of the three strategies, as shown
in Fig. 15.

Compared with the conventional PI-RF strategy, the rise time of the
proposed MFPSC-QRC strategy is reduced from 0.65 s to 0.38 s, which
is decreased by 41.54%. For the conventional PI-RF strategy, with the
help of a reference filter, the speed overshoot will be reduced, which
can shorten the rise time, as shown in Fig. 14. However, the setting
time of the conventional PI-RF strategy is 1.12 s, which is larger than
the rise time. Benefiting from the excellent dynamic performance of
the MPC, the proposed MFPSC-QRC strategy can quickly respond to the
load step, and the setting time only needs 0.35 s, which is decreased by
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Fig. 11. Experimental results of the speed ripple suppression performance, current response, and speed FFT analysis at steady state with the reference speed 50 rpm and 50%
rated load. (a) Conventional PI-RF; (b) Conventional MBPSC; (C) Proposed MFPSC-QRC.
Fig. 12. Experimental results of the speed ripple suppression performance, current response, and speed FFT analysis at steady state with the reference speed 50 rpm and 100%
rated load. (a) Conventional PI-RF; (b) Conventional MBPSC; (C) Proposed MFPSC-QRC.
Fig. 13. The histogram of the speed fluctuation and THD under 50% rated load and
100% rated load for different methods.

68.75%. Furthermore, Fig. 14 demonstrates that the proposed MFPSC-
QRC strategy can achieve a smaller speed drop than the conventional
PI-RF strategy, which is only 2.48 rpm. Therefore, it can be seen more
674
obviously from Fig. 15 that the proposed MFPSC-QRC strategy not only
has a rapid response speed and shorter recovery time but also can
reduce the speed drop when the load steps.

5.3. Comparison results of parameters mismatch

For the conventional MBPSC strategy, since the controller depends
on the motor parameters, the accuracy of the 𝑞-axis reference current
may be affected if the actual values mismatch the nominal values. To
verify the robustness of the designed CCS-MFPSC controller, a com-
parative experiment is implemented under the parameters mismatch.
For the conventional MBPSC strategy, the values of the parameters are
selected as 80% of the nominal values. In our study, the scaling factor
𝛼𝜔 will be varied to mimic the parameter mismatch.

Figs. 16 and 17 show the experimental results of the speed and
current response under parameters mismatch. Each picture contains
two stages: Stage I and Stage II. At stage I, the selected parameters use
the nominal values, and the parameters value is selected to be 80%
of the nominal value at stage II. Fig. 16 shows that the parameters
mismatch will influence the speed tracking performance, especially for
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Fig. 14. Speed response of the three control strategies with the reference speed 50 rpm and the load steps from 0 N m to 3 N m.
Table 2
Computational burden comparison.

Control methods Speed-Loop Current-Loop

Main algorithm Observer/Filter QRC FCS-MFPCC

PI-RF 0.36 μs (55) 0.28 μs (42) None 31.19 μs (4679)
Conventional MBPSC 2.25 μs (338) 9.15 μs (1373) None 31.19 μs (4679)
Proposed MFPSC-QRC 1.96 μs (294) 0.58 μs (87) 16.89 μs (2534) 31.19 μs (4679)
Fig. 15. The histogram of the speed response with the load steps.

the conventional MBPSC strategy. The speed fluctuation is increased
from 2.47 rpm to 2.91 rpm, and the current fluctuation is increased
from 0.79 A to 0.96 A. In contrast, with an ultra-local model, the
proposed MFPSC-QRC strategy can cast off the dependence on motor
parameters. If the parameters mismatch, the speed fluctuation can be
reduced from 2.91 rpm to 2.17 rpm. Furthermore, the FFT analysis
results and the histogram can show more intuitively that the proposed
strategy has smaller speed harmonics and lower THD in the frequency
domain, which means that the proposed MFPSC-QRC strategy has
stronger robustness.

5.4. Computational burden comparison

In the conventional FCS-MPC strategy, the optimal actuation can be
selected by iterating through all the possible results, which will increase
the computational burden. Therefore, it is necessary to calculate the
computational time to guarantee that the proposed strategy can be
effectively implemented on the hardware platform. The computational
time that is calculated based on the number of clock cycles of a DSP
is listed in Table 2. In our experimental platform, the main-frequency
of the DSP (TMS320F28335) is 150 MHz, which means that each clock
cycle of the DSP is 1/150 μs. The numbers in parentheses in Table 2
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represent the clock cycles required to execute this program. Finally,
the computational time is calculated by multiplying the clock cycles by
1/150 μs.

To fairly compare the performance of the speed loop controller,
the current-loop controller of the three strategies is the FCS-MFPCC
strategy that needs 31.19 μs. For the speed-loop controller, the com-
putational time of the conventional PI is the smallest, which only
needs 0.36 μs. However, the steady-state and dynamic performance of
the MPC is more excellent than the conventional PI controller. For
the conventional MBPSC strategy, because the derivation of the 𝑞-
axis reference current needs a complex computational formula, the
computational time is larger than the proposed MFPSC strategy, which
is increased from 1.96 μs to 2.25 μs. Besides, an observer is necessary
for the predictive speed control to estimate the load and lumped
disturbance. Compared with the conventional MBPSC strategy, a sim-
ple ESO in the proposed MFPSC can effectively estimate the lumped
disturbance, which only needs 0.58 μs. Furthermore, because a parallel
quasi-resonant controller (QRC) is embedded into the CCS-MFPSC, the
computational time of the proposed MFPSC-QRC strategy will be in-
creased by 16.89 μs. Based on the designed ESO and QRC, the aperiodic
disturbance and periodic disturbance can be effectively suppressed.
Although the computational time of the proposed MFPSC-QRC strategy
is longer, the dynamic performance and the disturbance suppression
performance can be significantly improved.

6. Conclusion

To achieve a smooth speed, this paper studies an improved cascaded
model-free predictive speed and current control strategy. The current-
loop controller is the FCS-MFPCC strategy, and a CCS-MFPSC strategy
is proposed in the speed loop to take full advantage of the excellent
dynamic performance of the current-loop controller. Meanwhile, an
improved parallel quasi-resonant controller (QRC) is embedded into the
CCS-MFPSC strategy to simultaneously suppress the aperiodic and pe-
riodic disturbances. The stability of the proposed MFPSC-QRC strategy
and the parameters selection for the QRC are analyzed systemati-
cally. Besides, the proposed MFPSC-QRC strategy is implemented on
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Fig. 16. Experimental results of the speed and current response and speed FFT analysis at steady state under parameters mismatch. (a) Conventional MBPSC; (b) Proposed
MFPSC-QRC.
Fig. 17. The histogram of the FFT analysis for the speed response under the parameters mismatch. (a) Conventional MBPSC; (b) Proposed MFPSC-QRC.
the PMSM hardware system to verify its feasibility and practicability.
The experimental results demonstrate that the proposed MFPSC-QRC
strategy exhibits excellent steady-state speed tracking and dynamic
performance. Compared with the conventional PI with reference fil-
ter and the conventional MBPSC strategy, the proposed MFPSC-QRC
strategy can effectively decrease the speed fluctuation and suppress
the aperiodic and periodic disturbances. Furthermore, the proposed
MFPSC-QRC strategy has stronger robustness when the motor parame-
ter mismatches. According to the experimental results, the conclusion
can be drawn that the proposed MFPSC-QRC strategy not only has
excellent dynamic performance but also can effectively suppress the
periodic and aperiodic disturbances simultaneously.
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