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Abstract: Convolutional neural networks (CNNs) have demonstrated impressive performance and
have been broadly applied in hyperspectral image (HSI) classification. However, two challenging
problems still exist: the first challenge is that redundant information is averse to feature learning,
which damages the classification performance; the second challenge is that most of the existing
classification methods only focus on single-scale feature extraction, resulting in underutilization of
information. To resolve the two preceding issues, this article proposes a multiscale cross interaction
attention network (MCIANet) for HSI classification. First, an interaction attention module (IAM)
is designed to highlight the distinguishability of HSI and dispel redundant information. Then,
a multiscale cross feature extraction module (MCFEM) is constructed to detect spectral–spatial
features at different scales, convolutional layers, and branches, which can increase the diversity
of spectral–spatial features. Finally, we introduce global average pooling to compress multiscale
spectral–spatial features and utilize two fully connection layers, two dropout layers to obtain the
output classification results. Massive experiments on three benchmark datasets demonstrate the
superiority of our presented method compared with the state-of-the-art methods.

Keywords: hyperspectral image classification; interaction attention; multiscale cross; convolutional
neural network

1. Introduction

A hyperspectral image (HSI) consists of hundreds of narrow spectral bands providing
a detailed spectrum regarding the physical properties of materials and abundant spatial
information enhancing the characterization of HSI scenes. Benefiting from affluent spectral
and spatial features, HSI has been widely applied in numerous fields, such as military
detection [1], change detection [2], and environmental monitoring [3]. Recently, HSI
classification is one of the most popular technologies in the field of hyperspectral remote
sensing. However, HSI classification also struggles with many challenges, such as lack of
labeled samples, curse of dimension, and large spatial variability in spectral signatures.
Therefore, it is still a relevant but challenging research topic in remote sensing.

Incipiently, many scholars focus on utilizing spectral information to settle “the curse
of dimension” problem. Representative algorithms included band selection [4], linear dis-
criminant analysis [5], collaborative representation classifier [6], maximum likelihood [7],
etc. In addition to spectral features, spatial dependency was also incorporated into many
classification frameworks, such as Markov random field [8], superpixel segmentation [9],
3-D morphological profile [10], and multiple kernel learning [11]. Although the abovemen-
tioned methods obtained good classification accuracy, they did not incorporate spectral
features. Consequently, a promising method was presented to combine spatial and spec-
tral information for classification. Li et al. proposed a spectral–spatial kernel SVM to
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obtain spectral and spatial features [12]. According to the structural similarity, a nonlocal
weighted joint SRC method was built [13]. The above classification approaches, whether
based on spatial features, spectral features, or spectral–spatial joint features, all relied on
prior knowledge and lacked robust representation and generalization ability.

Of late, due to powerful feature extraction capacity, deep learning (DL) has shown
promising performance and has been gradually introduced into HSI classification. Hu
et al. first applied the concept of CNN to HSI classification [14]. Li et al. designed a CNN
to extract pixel-pair features to obtain the correlation between hyperspectral pixels [15].
However, these methods need to transform the input data into a 1-D vector, resulting in loss
of rich spatial information. To further improve classification accuracy, many classification
approaches based on 2-D CNNs and 3-D CNNs had been developed to extract spectral and
spatial information. Cao et al. built a compressed convolutional neural network, which
was composed of a teacher model and a student model, for HSI classification [16]. Roy
et al. employed 2-D CNN and 3-D CNN to excavate spatial–spectral joint features [17].
Zhang et al. presented a novel CNN exploiting diverse region inputs to capture contextual
interactional information [18]. To extract quality feature maps, Ahmad devised a fast 3-D
CNN [19]. To address the fixed problem of traditional convolutional kernels, Zhu et al.
constructed a deformable CNN for HSI classification [20]. Li et al. trained a 3-D CNN
model superior to traditional classification methods utilizing 2-D CNN, which can directly
extract spatial–spectral joint information from the original HSI [21].

With the breakthrough of DL, some auxiliary technologies have emerged, such as
residual learning, dense connection, multiscale feature extraction, and multilevel feature
fusion. For example, considering the strong complementarity among different layers,
Xie et al. proposed a multiscale densely connected convolutional network, which could
make full use of information at diverse scales for HSI classification [22]. To eliminate
redundant information and improve processing efficiency, Xu et al. designed a multiscale
spectral–spatial CNN based on a novel image classification framework [23]. Zhang et al.
presented a spectral–spatial fractal residual CNN to effectively excavate the spectral–spatial
features [24]. Gao et al. devised a multiscale dual-branch feature fusion and attention
network, which integrated the feature reuse property of residual learning and the feature
exploration capacity of dense connection [25]. Song et al. improved the classification
performance by introducing a deep residual network [26]. To obtain spectral-, spatial-,
and multiscale-enhanced representations, Li et al. built a long short-term memory neural
network for classification tasks [27].

To further obtain more discriminative and representative features, the attention mech-
anism is also applied to CNNs. To highlight the validity of sensitive pixels, Zhou et al.
developed an attention module [28]. Yang et al. utilized a cross-spatial attention block to
generate spatial and spectral information [29]. Hang et al. adopted a spectral attention
subnetwork to classify spectral information and a spatial attention subnetwork to classify
spatial information; then, the adaptive weighted summation approach was utilized to
aggregate spectral and spatial classification results [30]. To boost the classification accu-
racy, Xiang et al. constructed a multilevel hybrid attention end-to-end model to acquire
spatial–spectral fusion features [31]. Tu et al. designed a local–global hierarchical weighting
fusion network, which was composed of a spectral subnetwork and a spatial subnetwork,
including a pooling strategy based on local attention [32].

Inspired by the abovementioned advanced approaches, in this article, we propose a
multiscale cross interaction attention network (MCIANet) for HSI classification. First, we
design an interaction attention module (IAM) to highlight the distinguishability of HSI by
learning the importance of different spectral bands, spatial pixels, and cross dimensions
and to dispel redundant information. Then, the obtained interaction attention-enhanced
features are fed into a multiscale cross feature extraction module (MCFEM), which is
constructed to extract spectral–spatial features at different convolutional layers, scales, and
branches. Finally, we introduce global average pooling to compress multiscale spectral–
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spatial features and utilize two dropout layers, two fully connected layers, and a SoftMax
layer to obtain the output classification results.

The main contributions of this article are summarized as follows:

(1) To strengthen the distinguishability of HSI and dispel the interference of redundant
information, we design an interaction attention module (IAM). IAM can highlight
spectral–spatial features favorable for classification by learning the importance of
different spectral bands, spatial contexts, and cross dimensions.

(2) To enrich the multiformity of spectral–spatial information, we devise a multiscale
cross feature extraction module (MCFEM) based on an innovative multibranch lower
triangular fusion structure. For one thing, MCFEM utilizes multiple available recep-
tive fields to extract multiscale spectral–spatial features. For another thing, MCFEM
introduces “up-to-down” and “down-to-up” fusion strategies to maximize use of
information flows between different convolutional layers and branches.

(3) IAM and MCFEM constitute the proposed HSI classification method. Compared
with the state-of-the-art results of DL methods, the experimental results on three
benchmark datasets show competitive performance, which indicates the proposed
method exhibits potential to capture more discriminative and representative multi-
scale spectral–spatial features.

The remainder of this article is organized as follows. In Section 2, the related works on
development of HSI classification are described. In Section 3, the overall framework of our
designed model is presented. In Section 4, we provide the experimental results, with an
analysis on three benchmark datasets. Finally, Section 5 provides conclusions.

2. Related Works

HSI classification methods are generally classified into two categories: machine learn-
ing (ML)-based and deep learning (DL)-based methods. Classification methods based
on ML usually design features manually and then send these features into classifiers for
training. Representative algorithms are principal components analysis (PCA) [33], support
vector machine (SVM) [34], and 3-D Gabor filters [35]. These methods rely on handcrafted
features with insufficient generalization ability, leading to an unsatisfactory classification
result. In contrast, DL-based approaches can not only spontaneously capture high-level
features in a hierarchical extraction way but also provide excellent classification perfor-
mance. The DL-based methods include stack autoencoders (SAEs) [36], recurrent neural
networks (RNNs) [37], convolutional neural networks (CNNs) [38], deep belief networks
(DBNs) [39], generation adversarial network (GANs) [40], and graph convolutional net-
works (GCNs) [41]. Among the various DL algorithms, CNNs-based classification methods
exhibit outstanding capability for HSI classification.

Numerous existing HSI classification networks are devoted to extracting spectral–
spatial features at different scales to boost the classification performance. Many multiscale-
features-based classification methods have been developed. For example, to capture
complex multiscale spatial–spectral features, Wang et al. presented a multiscale dense
connection network for HSI classification [42]. Yu et al. built a dual-channel convolutional
network that not only learned global features but also took full advantage of spectral–
spatial features at different scales [43]. Gao et al. constructed a multiscale feature extraction
module to obtain granular level features [25]. Lee et al. placed a multiscale filter bank on
the first layer of the developed contextual deep CNN, aiming to achieve multiscale feature
extraction [44]. To learn spectral–spatial features at different scales, Li et al. devised a mul-
tiscale deep middle-level feature fusion network [45]. Zhao et al. trained a multiscale CNN
to extract contextual information at different scales for HSI classification [46]. To reduce
parameters and obtain the contextual features at different scales, Xu et al. constructed a
multiscale octave 3-D CNN [47]. Fu et al. designed a segmentation model utilizing the mul-
tiscale 2-D-singular spectrum analysis method to capture joint spectral–spatial features [48].
Most existing multiscale-features-based HSI classifications utilize a functional module to
obtain spectral–spatial features with different scales. The functional module usually can be
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divided into two main categories: one is that first adopting multiple available receptive
fields to capture spectral–spatial features with diverse scales, respectively, then utilizing
a concatenated operation to aggregate these features to obtain multiscale spectral–spatial
features. The other is that exploiting multibranch strategy to extract spectral–spatial fea-
tures with different scales, where each branch uses diverse receptive fields, then utilizing
a concatenated operation to aggregate these features to obtain multiscale spectral–spatial
features. However, these methods only utilize an easy concatenated operation to integrate
features from different receptive fields or branches and do not explore the cross interaction
of different receptive fields or branches, which results in spectral–spatial information loss,
and they are averse to classification accuracy.

The attention mechanism has been successfully used in various visual tasks, such
as salient object detection [49,50], super-resolution reconstruction [51–53], and semantic
segmentation [54–56]. Due to the abilities of substantial information locating and extraction
from input data, the attention mechanism is also applied to remote sensing problems. Guo
et al. combined a spatial attention module with a spectral attention module, which can
enhance the distinguishability of spatial and spectral information [57]. Xiong et al. utilized
the dynamic routing between attention initiation modules to adaptively learn the proposed
architecture [58]. To facilitate classification accuracy, Mou et al. introduced an end-to-end
spectral attention block [59]. An end-to-end attention recurrent CNN was developed to
classify high-resolution remote sensing scenes [60]. Aiming to enhance the discriminative
capacity of spectral–spatial features, Xue et al. used the attention mechanism to adaptively
weight spectral-wise and spatial-wise responses [21]. Xi et al. designed a hybrid residual
attention to settle the overfitting problem [61]. To better characterize spectral–spatial data,
attention mechanisms were incorporated into ResNet [62]. Most existing HSI classification
approaches usually utilize spectral attention mechanisms, spatial attention mechanisms,
or spectral–spatial joint attention mechanisms to enhance the HSI’s representation ability.
However, these approaches rarely consider the close interdependencies between the (H, C)
and (W, C) dimensions of HSI.

3. Method

To graphically illustrate the working process of our proposed MCIFNet, we use the
Indian Pines dataset as an example, as exhibited in Figure 1. According to Figure 1, the
designed network is composed of two submodules: an interaction attention module (IAM)
to strengthen the distinguishability of HSI and dispel the interference of redundant informa-
tion, and a multiscale cross feature extraction module (MCFEM) to detect spectral–spatial
features at different convolutional layers, scales, and branches while further enriching the
multiformity of spectral–spatial information.
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3.1. Interaction Attention Module

By mimicking the perception system of humans, the attention mechanism can adap-
tively focus on parts of the visual space that are more relevant to classification results and
weaken unserviceable ones to enhance the classification performance. Common attention
mechanisms chiefly involve the spectral attention mechanism, spatial attention mechanism,
and joint spectral–spatial attention mechanism. The spectral attention mechanisms are
devoted to reassigning weights to each spectral band. For example, SENet [63] performed
a global average pooling on spectral bands and then employed two fully connected layers
to calculate weights. ECANet was constructed based on local 1-D convolutions [64]. The
spatial attention mechanisms aim to emphasize the spatial portions that are more crucial
in feature maps. One representative block was GE [65], which used spatial attention to
better learn feature context. The co-attention network encoded the commonsense between
text sequences and visual information, followed by an attention reduction module for
redundant information filtering [66]. To obtain the long-range interdependency of spatial
and spectral information, many studies fused spectral attention and spatial attention, such
as BAM [67], scSE [68], and CBAM [69].

Inspired by the above successful attention mechanism applications and considering
the 3-D characteristics of HSI, this article designs an improved attention mechanism mod-
ule named interaction attention module (IAM). IAM includes a spectral attention block, a
spatial attention block, and a cross dimension attention block, which can enhance informa-
tional features favorable for classification and suppress useless information by capturing
the corresponding importance of spectral bands, spatial regions, and cross dimensions.
The diagram of IAM is provided in Figure 2. The input feature map of IAM is denoted
as X ∈ RH×W×C, where H and W denote the height and width, and C is the number of
spectral bands.
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3.1.1. Spectral Attention Block

The spectral attention block can obtain different spectral weight feature maps in the
spectral domain. First, global average pooling (GAP) and global max pooling (GMP) are
performed to generate two 1-D vectors with a size of 1× 1× C: average pooling feature
Fgap and max pooling feature Fgmp. Then, we use elementwise summation to integrate Fgap

and Fgmp. Next, the aggregated features are sent into a shared network composed of two
fully connected layers (FCs) for training. The first FC is utilized to reduce the dimension
with a reduction ratio r. The second FC is dimensionality increasing. The whole process is
summarized as follows:

Mspe = FC2(FC1(GAP(X) + GMP(X)))
= δ(ω1 ∗ σ(ω0 ∗ (Fgap + Fgmp)))

(1)

where σ refers to the rectified linear unit (ReLU) activation function. δ is the sigmoid
activation function. ω0 and ω1 denote the weights of the two FCs. Finally, the raw input
data X are multiplied by spectral attention map Mspe to acquire the spectral attention
features Fspe.

3.1.2. Spatial Attention Block

The spatial attention module can provide different spatial weight feature maps in the
spatial domain. Specifically, to fully exploit the input data information, GAP and GMP are
employed to generate 2-D feature maps: average pooling feature Sgap and max pooling
feature Sgmp. Then, Sgap and Sgmp are aggregated by a concatenation operation and sent to
a 3× 3 convolutional layer with C kernels. Moreover, to make the spatial attention feature
map consistent with the spectral attention map, we utilize a 3× 3 convolutional layer with
1 kernel and set “padding = 1”. The whole process is summarized as follows:

Mspa = Wconv1(Wconv2[GAP(X); GMP(X)])
= δ(ω1 ∗ σ(ω0 ∗ [Sgap; Sgmp]))

(2)

where ω0 and ω1 denote the weights of the two convolutional layers. [] is the concatenation
operation. Finally, the raw input data X are multiplied by spatial attention map Mspa to
acquire the spatial attention features Fspa.

3.1.3. Cross Dimension Attention Block

The cross dimension attention block can give higher weights to discriminative features
in cross dimensions. This block is divided into two parts: one to capture the corresponding
feature information between H and C, and the other to extract the importance between W
and C. Similar to the aforementioned two attention blocks, we first transform X ∈ RH×W×C

to X1 ∈ RH×C×W and X2 ∈ RC×W×H . Then, these feature maps are transmitted to GAP
and GMP and concatenated to obtain the reduced-dimension feature maps X̃1 and X̃2,
which are of shapes H × C× 2 and C×W × 2. Subsequently, X̃1 and X̃2 are entered into a
7× 7 convolutional layer with 1 filter to obtain the intermediate feature maps of shapes
H × C× 1 and C×W × 1. Furthermore, we employ a sigmoid function to generate cross
dimension attention maps MHC and MCW . The whole process is summarized as follows:

MHC = Wconv7×7[GAP(R(X)); GMP(R(X))]
= δ(ω0 ∗ [GAP(R(X)); GMP(R(X))])

(3)

MCW = Wconv7×7[GAP(R(X)); GMP(R(X))]
= δ(ω1 ∗ [GAP(R(X)); GMP(R(X))])

(4)

where R represents the dimension transformation. ω0 and ω1 denote the weights of two
7× 7 convolutional layers. Finally, the obtained cross dimension attention maps MHC and
MCW are multiplied by X1 and X2 and are changed the same shape as the raw input data
to obtain cross dimension attention features FHC and FCW , respectively.
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3.1.4. IAM

The IAM is composed of two parallel branches. One includes spatial attention block
and spectral attention block, which is designed to not only learn the importance of spectral
bands and spatial contexts but also obtain the large-term interdependency of spatial and
spectral information. The other is constructed to obtain the cross dimension importance
between H and C and between W and C. We transmit the spectral attention features Fspe to
the spatial attention block to obtain the large-term spectral–spatial interdependency. We
send the attention feature weights between H and C to the attention block between W
and C to capture the cross importance of different dimensions. The obtained large-term
spectral–spatial interdependency and cross dimension importance are combined to obtain
the interaction attention-enhanced features Fattention. In addition, to avoid reasonable infor-
mation loss and strengthen feature propagation, we also introduce skip transmission [70]
into our proposed IAM. The whole process is summarized as follows:

Fspe = Mspe ⊗ X (5)

Fspa = Mspa ⊗ Fspe (6)

FHC = R(MHC ⊗ R(X)) (7)

FCW = R(MCW ⊗ R(FHC)) (8)

Fattention = Fspa + FCW (9)

y = Fattention + X (10)

3.2. Multiscale Cross Feature Extraction Module

Many HSI classification studies utilizing a single-scale convolutional kernel have a
common phenomenon in which the luxuriant spatial–spectral information of HSI cannot be
adequately extracted, which impairs the classification performance. Therefore, to improve
the classification accuracy, numerous works presented multiscale strategies to share features
at different scales and promote information flow. In this article, we construct a multiscale
cross feature extraction module (MCFEM). We introduce the multibranch strategy to capture
spectral–spatial features at different scales, which employs different convolutional kernels
to obtain different receptive fields. Additionally, we apply “up-to-down” and “down-to-
up” fusion approaches to aggregate spatial–spectral features at different convolutional
layers, scales, and branches to boost the representation ability of multiscale spatial–spectral
information. The diagram of the MCFEM is provided in Figure 3.

As shown in Figure 3, the MCFEM is composed of five parallel branches, and the
first convolutional layer of each branch uses different convolutional kernels to acquire
spectral–spatial features with different receptive fields, involving 11× 11, 9× 9, 7× 7,
5× 5, and 3× 3. In addition, the other convolutional layers of each branch are 3× 3 2-D
convolutions. The small-size convolutional kernels capture detailed information, while
large-size convolutional kernels cover most spatial scales. Specifically, low-level features
include more details but lack semantic information and are filled with noise. Compared
with low-level features, high-level features possess strong semantics but inaccurate location
information. Therefore, to enhance the classification results, “up-to-down” and “down-
to-up” fusion methods are employed to integrate spatial–spectral features at different
convolution layers, scales, and branches to make the multiscale features more abundant
and stronger.

Concretely, in the “up-to-down” method, the output feature maps of the first convolu-
tion layer in each branch are fused with the output feature maps of the second convolution
layer in next branch by a concatenation operation. The fused feature maps of the second
convolution layer in each branch are connected with the output feature maps of the third
convolution layer in the next branch. The rest is similar to the above operations. In the
“down-to-up” method, the input feature maps of the final convolution layer in each branch
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are a combination of the output feature maps of the penultimate convolution layer in the
next branch and the fused feature maps of the previous convolution layer in the current
branch. The input feature maps of the penultimate convolution layer in each branch are a
combination of the output feature maps of the antepenultimate convolution layer in the next
branch and the fused feature maps of the previous convolution layer in the current branch.
The rest is similar to the above operations. Furthermore, multiscale feature information
at different branches is fused by a concatenation operation. Although the spatial–spectral
features acquired at this time are more discriminative and multifarious, the dimension
is high. Therefore, to achieve dimension reduction, we also built a reduction dimension
block composed of 1× 1 convolutional layer following a batch normalization layer and
ReLU, respectively.
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the “down-to-up” method, the input feature maps of the final convolution layer in each 

branch are a combination of the output feature maps of the penultimate convolution layer 

in the next branch and the fused feature maps of the previous convolution layer in the 

current branch. The input feature maps of the penultimate convolution layer in each 

branch are a combination of the output feature maps of the antepenultimate convolution 

Figure 3. The diagram of multiscale cross feature extraction module (MFEM).

4. Experiments and Discussion
4.1. Experimental Datasets

To prove the validity of our developed MCIANet, three benchmark datasets are
utilized: Botswana dataset (BOW), Indian Pines (IP), and Houston 2013.

The BOW dataset [25] was gathered by the NASA EO-1 Hyperion sensor over the
Okavango Delta. It is composed of 1476× 256 pixels and 14 land-cover categories. The
spatial resolution is 30 m per pixel. After eliminating noisy and uncalibrated bands,
145 bands remained at a range from 0.4 to 2.5 um.
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The IP dataset [47] was collected by the airborne visible/infrared imaging spectrometer
(AVIRIS) in northwestern Indiana. This scene has 16 different land-cover categories and
145× 145 pixels. After removing noisy bands, it contains 200 spectral bands from 0.4 to
2.5 um with a 20 m per pixel spatial resolution.

The Houston 2013 dataset [71] was provided by the 2013 IEEE GRSS Data Fusion
Competition. It is composed of 15 land-cover categories and 349× 1905 pixels with a 2.5 m
per pixel spatial resolution. This scene involves 144 spectral bands, and the wavelength
range is from 0.38 to 1.05 um.

Tables 1–3 list the land-cover categories, testing sample numbers, and training samples
numbers of three benchmark datasets, respectively.

Table 1. The information of sample numbers of the BOW dataset.

No. Color Class Train Test

1
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No. Color Class Train Test 

1  Water 10 85 

2  Hippo grass 27 241 

3  Floodplain grasses 1 19 162 

4  Floodplain grasses 2 31 274 

5  Reeds 25 223 

6  Riparian 32 282 

7  Fires car 21 182 

8  Island interior 26 233 

9  Acacia woodlands 27 242 

10  Acacia shrub lands 27 242 

11  Acacia grasslands 22 193 

12  short mopane 26 225 

13  Mixed mopane 11 90 

14  Exposed soils 27 243 

Total 331 2917 

  

Water 10 85
2
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Table 1. The information of sample numbers of the BOW dataset. 

No. Color Class Train Test 

1  Water 10 85 

2  Hippo grass 27 241 

3  Floodplain grasses 1 19 162 

4  Floodplain grasses 2 31 274 

5  Reeds 25 223 

6  Riparian 32 282 

7  Fires car 21 182 

8  Island interior 26 233 

9  Acacia woodlands 27 242 

10  Acacia shrub lands 27 242 

11  Acacia grasslands 22 193 

12  short mopane 26 225 

13  Mixed mopane 11 90 

14  Exposed soils 27 243 

Total 331 2917 

  

Hippo grass 27 241
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No. Color Class Train Test 

1  Water 10 85 

2  Hippo grass 27 241 

3  Floodplain grasses 1 19 162 

4  Floodplain grasses 2 31 274 

5  Reeds 25 223 

6  Riparian 32 282 

7  Fires car 21 182 

8  Island interior 26 233 

9  Acacia woodlands 27 242 

10  Acacia shrub lands 27 242 

11  Acacia grasslands 22 193 

12  short mopane 26 225 

13  Mixed mopane 11 90 

14  Exposed soils 27 243 

Total 331 2917 

  

Floodplain
grasses 1 19 162
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No. Color Class Train Test 

1  Water 10 85 

2  Hippo grass 27 241 

3  Floodplain grasses 1 19 162 

4  Floodplain grasses 2 31 274 

5  Reeds 25 223 

6  Riparian 32 282 

7  Fires car 21 182 

8  Island interior 26 233 

9  Acacia woodlands 27 242 

10  Acacia shrub lands 27 242 

11  Acacia grasslands 22 193 

12  short mopane 26 225 

13  Mixed mopane 11 90 

14  Exposed soils 27 243 

Total 331 2917 

  

Floodplain
grasses 2 31 274

5

Remote Sens. 2023, 14, x FOR PEER REVIEW 9 of 23 
 

 

layer in the next branch and the fused feature maps of the previous convolution layer in 

the current branch. The rest is similar to the above operations. Furthermore, multiscale 

feature information at different branches is fused by a concatenation operation. Although 

the spatial–spectral features acquired at this time are more discriminative and multifari-

ous, the dimension is high. Therefore, to achieve dimension reduction, we also built a 

reduction dimension block composed of 1 1  convolutional layer following a batch nor-

malization layer and ReLU, respectively. 

4. Experiments and Discussion 

4.1. Experimental Datasets 

To prove the validity of our developed MCIANet, three benchmark datasets are uti-

lized: Botswana dataset (BOW), Indian Pines (IP), and Houston 2013. 

The BOW dataset [25] was gathered by the NASA EO-1 Hyperion sensor over the 

Okavango Delta. It is composed of 1476 256  pixels and 14 land-cover categories. The 

spatial resolution is 30 m per pixel. After eliminating noisy and uncalibrated bands, 145 

bands remained at a range from 0.4 to 2.5 um. 

The IP dataset [47] was collected by the airborne visible/infrared imaging spectrom-

eter (AVIRIS) in northwestern Indiana. This scene has 16 different land-cover categories 

and 145 145  pixels. After removing noisy bands, it contains 200 spectral bands from 0.4 

to 2.5 um with a 20 m per pixel spatial resolution. 

The Houston 2013 dataset [71] was provided by the 2013 IEEE GRSS Data Fusion 

Competition. It is composed of 15 land-cover categories and 349 1905  pixels with a 2.5 

m per pixel spatial resolution. This scene involves 144 spectral bands, and the wavelength 

range is from 0.38 to 1.05 um. 

Tables 1–3 list the land-cover categories, testing sample numbers, and training sam-

ples numbers of three benchmark datasets, respectively. 

Table 1. The information of sample numbers of the BOW dataset. 

No. Color Class Train Test 

1  Water 10 85 

2  Hippo grass 27 241 

3  Floodplain grasses 1 19 162 

4  Floodplain grasses 2 31 274 

5  Reeds 25 223 

6  Riparian 32 282 

7  Fires car 21 182 

8  Island interior 26 233 

9  Acacia woodlands 27 242 

10  Acacia shrub lands 27 242 

11  Acacia grasslands 22 193 

12  short mopane 26 225 

13  Mixed mopane 11 90 

14  Exposed soils 27 243 

Total 331 2917 

  

Reeds 25 223
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No. Color Class Train Test 

1  Water 10 85 

2  Hippo grass 27 241 

3  Floodplain grasses 1 19 162 

4  Floodplain grasses 2 31 274 

5  Reeds 25 223 

6  Riparian 32 282 

7  Fires car 21 182 

8  Island interior 26 233 

9  Acacia woodlands 27 242 

10  Acacia shrub lands 27 242 

11  Acacia grasslands 22 193 

12  short mopane 26 225 

13  Mixed mopane 11 90 

14  Exposed soils 27 243 

Total 331 2917 

  

Riparian 32 282
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Table 1. The information of sample numbers of the BOW dataset. 

No. Color Class Train Test 

1  Water 10 85 

2  Hippo grass 27 241 

3  Floodplain grasses 1 19 162 

4  Floodplain grasses 2 31 274 

5  Reeds 25 223 

6  Riparian 32 282 

7  Fires car 21 182 

8  Island interior 26 233 

9  Acacia woodlands 27 242 

10  Acacia shrub lands 27 242 

11  Acacia grasslands 22 193 

12  short mopane 26 225 

13  Mixed mopane 11 90 

14  Exposed soils 27 243 

Total 331 2917 

  

Fires car 21 182
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layer in the next branch and the fused feature maps of the previous convolution layer in 
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Table 1. The information of sample numbers of the BOW dataset. 

No. Color Class Train Test 

1  Water 10 85 

2  Hippo grass 27 241 

3  Floodplain grasses 1 19 162 

4  Floodplain grasses 2 31 274 

5  Reeds 25 223 

6  Riparian 32 282 

7  Fires car 21 182 

8  Island interior 26 233 

9  Acacia woodlands 27 242 

10  Acacia shrub lands 27 242 

11  Acacia grasslands 22 193 

12  short mopane 26 225 

13  Mixed mopane 11 90 

14  Exposed soils 27 243 

Total 331 2917 

  

Island interior 26 233
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layer in the next branch and the fused feature maps of the previous convolution layer in 

the current branch. The rest is similar to the above operations. Furthermore, multiscale 

feature information at different branches is fused by a concatenation operation. Although 
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ous, the dimension is high. Therefore, to achieve dimension reduction, we also built a 

reduction dimension block composed of 1 1  convolutional layer following a batch nor-
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4. Experiments and Discussion 

4.1. Experimental Datasets 

To prove the validity of our developed MCIANet, three benchmark datasets are uti-

lized: Botswana dataset (BOW), Indian Pines (IP), and Houston 2013. 

The BOW dataset [25] was gathered by the NASA EO-1 Hyperion sensor over the 
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Competition. It is composed of 15 land-cover categories and 349 1905  pixels with a 2.5 

m per pixel spatial resolution. This scene involves 144 spectral bands, and the wavelength 

range is from 0.38 to 1.05 um. 

Tables 1–3 list the land-cover categories, testing sample numbers, and training sam-

ples numbers of three benchmark datasets, respectively. 

Table 1. The information of sample numbers of the BOW dataset. 

No. Color Class Train Test 

1  Water 10 85 

2  Hippo grass 27 241 

3  Floodplain grasses 1 19 162 

4  Floodplain grasses 2 31 274 

5  Reeds 25 223 

6  Riparian 32 282 

7  Fires car 21 182 

8  Island interior 26 233 

9  Acacia woodlands 27 242 

10  Acacia shrub lands 27 242 

11  Acacia grasslands 22 193 

12  short mopane 26 225 

13  Mixed mopane 11 90 

14  Exposed soils 27 243 

Total 331 2917 

  

Acacia
woodlands 27 242
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layer in the next branch and the fused feature maps of the previous convolution layer in 

the current branch. The rest is similar to the above operations. Furthermore, multiscale 

feature information at different branches is fused by a concatenation operation. Although 

the spatial–spectral features acquired at this time are more discriminative and multifari-

ous, the dimension is high. Therefore, to achieve dimension reduction, we also built a 

reduction dimension block composed of 1 1  convolutional layer following a batch nor-

malization layer and ReLU, respectively. 

4. Experiments and Discussion 

4.1. Experimental Datasets 

To prove the validity of our developed MCIANet, three benchmark datasets are uti-

lized: Botswana dataset (BOW), Indian Pines (IP), and Houston 2013. 

The BOW dataset [25] was gathered by the NASA EO-1 Hyperion sensor over the 

Okavango Delta. It is composed of 1476 256  pixels and 14 land-cover categories. The 

spatial resolution is 30 m per pixel. After eliminating noisy and uncalibrated bands, 145 

bands remained at a range from 0.4 to 2.5 um. 

The IP dataset [47] was collected by the airborne visible/infrared imaging spectrom-

eter (AVIRIS) in northwestern Indiana. This scene has 16 different land-cover categories 

and 145 145  pixels. After removing noisy bands, it contains 200 spectral bands from 0.4 

to 2.5 um with a 20 m per pixel spatial resolution. 

The Houston 2013 dataset [71] was provided by the 2013 IEEE GRSS Data Fusion 

Competition. It is composed of 15 land-cover categories and 349 1905  pixels with a 2.5 

m per pixel spatial resolution. This scene involves 144 spectral bands, and the wavelength 

range is from 0.38 to 1.05 um. 

Tables 1–3 list the land-cover categories, testing sample numbers, and training sam-

ples numbers of three benchmark datasets, respectively. 

Table 1. The information of sample numbers of the BOW dataset. 

No. Color Class Train Test 

1  Water 10 85 

2  Hippo grass 27 241 

3  Floodplain grasses 1 19 162 

4  Floodplain grasses 2 31 274 

5  Reeds 25 223 

6  Riparian 32 282 

7  Fires car 21 182 

8  Island interior 26 233 

9  Acacia woodlands 27 242 

10  Acacia shrub lands 27 242 

11  Acacia grasslands 22 193 

12  short mopane 26 225 

13  Mixed mopane 11 90 

14  Exposed soils 27 243 

Total 331 2917 

  

Acacia shrub
lands 27 242
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layer in the next branch and the fused feature maps of the previous convolution layer in 

the current branch. The rest is similar to the above operations. Furthermore, multiscale 

feature information at different branches is fused by a concatenation operation. Although 

the spatial–spectral features acquired at this time are more discriminative and multifari-

ous, the dimension is high. Therefore, to achieve dimension reduction, we also built a 

reduction dimension block composed of 1 1  convolutional layer following a batch nor-

malization layer and ReLU, respectively. 

4. Experiments and Discussion 

4.1. Experimental Datasets 

To prove the validity of our developed MCIANet, three benchmark datasets are uti-

lized: Botswana dataset (BOW), Indian Pines (IP), and Houston 2013. 

The BOW dataset [25] was gathered by the NASA EO-1 Hyperion sensor over the 

Okavango Delta. It is composed of 1476 256  pixels and 14 land-cover categories. The 

spatial resolution is 30 m per pixel. After eliminating noisy and uncalibrated bands, 145 

bands remained at a range from 0.4 to 2.5 um. 

The IP dataset [47] was collected by the airborne visible/infrared imaging spectrom-

eter (AVIRIS) in northwestern Indiana. This scene has 16 different land-cover categories 

and 145 145  pixels. After removing noisy bands, it contains 200 spectral bands from 0.4 

to 2.5 um with a 20 m per pixel spatial resolution. 

The Houston 2013 dataset [71] was provided by the 2013 IEEE GRSS Data Fusion 

Competition. It is composed of 15 land-cover categories and 349 1905  pixels with a 2.5 

m per pixel spatial resolution. This scene involves 144 spectral bands, and the wavelength 

range is from 0.38 to 1.05 um. 

Tables 1–3 list the land-cover categories, testing sample numbers, and training sam-

ples numbers of three benchmark datasets, respectively. 

Table 1. The information of sample numbers of the BOW dataset. 

No. Color Class Train Test 

1  Water 10 85 

2  Hippo grass 27 241 

3  Floodplain grasses 1 19 162 

4  Floodplain grasses 2 31 274 

5  Reeds 25 223 

6  Riparian 32 282 

7  Fires car 21 182 

8  Island interior 26 233 

9  Acacia woodlands 27 242 

10  Acacia shrub lands 27 242 

11  Acacia grasslands 22 193 

12  short mopane 26 225 

13  Mixed mopane 11 90 

14  Exposed soils 27 243 

Total 331 2917 

  

Acacia
grasslands 22 193

12

Remote Sens. 2023, 14, x FOR PEER REVIEW 9 of 23 
 

 

layer in the next branch and the fused feature maps of the previous convolution layer in 

the current branch. The rest is similar to the above operations. Furthermore, multiscale 
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Okavango Delta. It is composed of 1476 256  pixels and 14 land-cover categories. The 

spatial resolution is 30 m per pixel. After eliminating noisy and uncalibrated bands, 145 
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The IP dataset [47] was collected by the airborne visible/infrared imaging spectrom-

eter (AVIRIS) in northwestern Indiana. This scene has 16 different land-cover categories 

and 145 145  pixels. After removing noisy bands, it contains 200 spectral bands from 0.4 

to 2.5 um with a 20 m per pixel spatial resolution. 

The Houston 2013 dataset [71] was provided by the 2013 IEEE GRSS Data Fusion 

Competition. It is composed of 15 land-cover categories and 349 1905  pixels with a 2.5 

m per pixel spatial resolution. This scene involves 144 spectral bands, and the wavelength 

range is from 0.38 to 1.05 um. 

Tables 1–3 list the land-cover categories, testing sample numbers, and training sam-

ples numbers of three benchmark datasets, respectively. 

Table 1. The information of sample numbers of the BOW dataset. 

No. Color Class Train Test 

1  Water 10 85 

2  Hippo grass 27 241 

3  Floodplain grasses 1 19 162 

4  Floodplain grasses 2 31 274 

5  Reeds 25 223 

6  Riparian 32 282 

7  Fires car 21 182 

8  Island interior 26 233 

9  Acacia woodlands 27 242 

10  Acacia shrub lands 27 242 

11  Acacia grasslands 22 193 

12  short mopane 26 225 

13  Mixed mopane 11 90 

14  Exposed soils 27 243 

Total 331 2917 
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No. Color Class Train Test 
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Table 2. The information of sample numbers of the IP dataset. 

No. Color Class Train Test 

1  Alfalfa 10 36 

2  Corn-notill 286 1142 

3  Corn-mintill 166 664 

4  Corn 48 189 

5  Grass-pasture 97 386 

6  Grass-trees 146 584 

7  Grass-pasture-mowed 6 22 

8  Hay-windrowed 96 382 

9  Oats 4 16 

10  Soybean-notill 195 777 

11  Soybean-mintill 491 1964 

12  Soybean-clean 119 474 

13  Wheat 41 164 

14  Woods 253 1012 

15  Buildings-Grass-Tree 78 308 

16  Stone-Steel-Towers 19 74 

Total 2055 8194 

Table 3. The information of sample numbers of the Houston 2013 dataset. 

No. Color Class Train Test 

1  Healthy grass 239 1125 

2  Stressed grass 126 1128 

3  Synthetic grass 70 627 

4  Trees 125 1119 

5  Soil 125 1117 

6  Water 33 292 

7  Residential 127 1141 

8  Commercial 125 1119 

9  Road 126 1126 

10  Highway 123 1104 

11  Railway 124 1111 

12  Parking Lot 1 124 1109 

13  Parking Lot 2 47 422 

14  Tennis Court 43 385 

15  Running Track 66 594 

Total 1510 13519 

4.2. Experimental Setup 

All experiments are performed on a system with an NVIDIA GeForce RTX 2060 SU-

PER GPU and 6 GB of RAM. The software environment of the system is TensorFlow 2.3.0, 

Keras 2.4.3, and Python 3.6. 

Considering the different sample numbers and the unbalanced class, diverse training 

sample ratios are employed for different benchmark datasets to demonstrate the perfor-

mance of our presented network. For the IP dataset, 20% labeled samples are chosen as 

the training set and the remaining 80% labeled samples are chosen as the testing set at 

random. For the BOW and Houston 2013 datasets, we select 10% labeled samples for train-

ing and 90% labeled samples for testing at random. This article adopts cross entropy as a 

loss function to conduct the HSI classification task. Adam is adopted to optimize the pa-

rameters. First, the gradient information of the loss function at each parameter is 

Alfalfa 10 36
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All experiments are performed on a system with an NVIDIA GeForce RTX 2060 SU-

PER GPU and 6 GB of RAM. The software environment of the system is TensorFlow 2.3.0, 

Keras 2.4.3, and Python 3.6. 

Considering the different sample numbers and the unbalanced class, diverse training 

sample ratios are employed for different benchmark datasets to demonstrate the perfor-

mance of our presented network. For the IP dataset, 20% labeled samples are chosen as 

the training set and the remaining 80% labeled samples are chosen as the testing set at 

random. For the BOW and Houston 2013 datasets, we select 10% labeled samples for train-

ing and 90% labeled samples for testing at random. This article adopts cross entropy as a 

loss function to conduct the HSI classification task. Adam is adopted to optimize the pa-

rameters. First, the gradient information of the loss function at each parameter is 
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4.2. Experimental Setup 

All experiments are performed on a system with an NVIDIA GeForce RTX 2060 SU-

PER GPU and 6 GB of RAM. The software environment of the system is TensorFlow 2.3.0, 

Keras 2.4.3, and Python 3.6. 

Considering the different sample numbers and the unbalanced class, diverse training 

sample ratios are employed for different benchmark datasets to demonstrate the perfor-

mance of our presented network. For the IP dataset, 20% labeled samples are chosen as 

the training set and the remaining 80% labeled samples are chosen as the testing set at 

random. For the BOW and Houston 2013 datasets, we select 10% labeled samples for train-

ing and 90% labeled samples for testing at random. This article adopts cross entropy as a 

loss function to conduct the HSI classification task. Adam is adopted to optimize the pa-

rameters. First, the gradient information of the loss function at each parameter is 
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4.2. Experimental Setup 

All experiments are performed on a system with an NVIDIA GeForce RTX 2060 SU-

PER GPU and 6 GB of RAM. The software environment of the system is TensorFlow 2.3.0, 

Keras 2.4.3, and Python 3.6. 

Considering the different sample numbers and the unbalanced class, diverse training 

sample ratios are employed for different benchmark datasets to demonstrate the perfor-

mance of our presented network. For the IP dataset, 20% labeled samples are chosen as 

the training set and the remaining 80% labeled samples are chosen as the testing set at 

random. For the BOW and Houston 2013 datasets, we select 10% labeled samples for train-

ing and 90% labeled samples for testing at random. This article adopts cross entropy as a 

loss function to conduct the HSI classification task. Adam is adopted to optimize the pa-

rameters. First, the gradient information of the loss function at each parameter is 

Corn 48 189
5

Remote Sens. 2023, 14, x FOR PEER REVIEW 10 of 23 
 

 

Table 2. The information of sample numbers of the IP dataset. 

No. Color Class Train Test 

1  Alfalfa 10 36 

2  Corn-notill 286 1142 

3  Corn-mintill 166 664 

4  Corn 48 189 

5  Grass-pasture 97 386 

6  Grass-trees 146 584 

7  Grass-pasture-mowed 6 22 

8  Hay-windrowed 96 382 

9  Oats 4 16 

10  Soybean-notill 195 777 

11  Soybean-mintill 491 1964 

12  Soybean-clean 119 474 

13  Wheat 41 164 

14  Woods 253 1012 

15  Buildings-Grass-Tree 78 308 

16  Stone-Steel-Towers 19 74 

Total 2055 8194 
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4.2. Experimental Setup 

All experiments are performed on a system with an NVIDIA GeForce RTX 2060 SU-

PER GPU and 6 GB of RAM. The software environment of the system is TensorFlow 2.3.0, 

Keras 2.4.3, and Python 3.6. 

Considering the different sample numbers and the unbalanced class, diverse training 

sample ratios are employed for different benchmark datasets to demonstrate the perfor-

mance of our presented network. For the IP dataset, 20% labeled samples are chosen as 

the training set and the remaining 80% labeled samples are chosen as the testing set at 

random. For the BOW and Houston 2013 datasets, we select 10% labeled samples for train-

ing and 90% labeled samples for testing at random. This article adopts cross entropy as a 

loss function to conduct the HSI classification task. Adam is adopted to optimize the pa-

rameters. First, the gradient information of the loss function at each parameter is 
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4.2. Experimental Setup 

All experiments are performed on a system with an NVIDIA GeForce RTX 2060 SU-

PER GPU and 6 GB of RAM. The software environment of the system is TensorFlow 2.3.0, 

Keras 2.4.3, and Python 3.6. 

Considering the different sample numbers and the unbalanced class, diverse training 

sample ratios are employed for different benchmark datasets to demonstrate the perfor-

mance of our presented network. For the IP dataset, 20% labeled samples are chosen as 

the training set and the remaining 80% labeled samples are chosen as the testing set at 

random. For the BOW and Houston 2013 datasets, we select 10% labeled samples for train-

ing and 90% labeled samples for testing at random. This article adopts cross entropy as a 

loss function to conduct the HSI classification task. Adam is adopted to optimize the pa-

rameters. First, the gradient information of the loss function at each parameter is 
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Table 3. The information of sample numbers of the Houston 2013 dataset. 
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4.2. Experimental Setup 

All experiments are performed on a system with an NVIDIA GeForce RTX 2060 SU-

PER GPU and 6 GB of RAM. The software environment of the system is TensorFlow 2.3.0, 

Keras 2.4.3, and Python 3.6. 

Considering the different sample numbers and the unbalanced class, diverse training 

sample ratios are employed for different benchmark datasets to demonstrate the perfor-

mance of our presented network. For the IP dataset, 20% labeled samples are chosen as 

the training set and the remaining 80% labeled samples are chosen as the testing set at 

random. For the BOW and Houston 2013 datasets, we select 10% labeled samples for train-

ing and 90% labeled samples for testing at random. This article adopts cross entropy as a 

loss function to conduct the HSI classification task. Adam is adopted to optimize the pa-

rameters. First, the gradient information of the loss function at each parameter is 
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Table 3. The information of sample numbers of the Houston 2013 dataset. 
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2  Stressed grass 126 1128 
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4.2. Experimental Setup 

All experiments are performed on a system with an NVIDIA GeForce RTX 2060 SU-

PER GPU and 6 GB of RAM. The software environment of the system is TensorFlow 2.3.0, 

Keras 2.4.3, and Python 3.6. 

Considering the different sample numbers and the unbalanced class, diverse training 

sample ratios are employed for different benchmark datasets to demonstrate the perfor-

mance of our presented network. For the IP dataset, 20% labeled samples are chosen as 

the training set and the remaining 80% labeled samples are chosen as the testing set at 

random. For the BOW and Houston 2013 datasets, we select 10% labeled samples for train-

ing and 90% labeled samples for testing at random. This article adopts cross entropy as a 

loss function to conduct the HSI classification task. Adam is adopted to optimize the pa-

rameters. First, the gradient information of the loss function at each parameter is 
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4.2. Experimental Setup 

All experiments are performed on a system with an NVIDIA GeForce RTX 2060 SU-

PER GPU and 6 GB of RAM. The software environment of the system is TensorFlow 2.3.0, 

Keras 2.4.3, and Python 3.6. 

Considering the different sample numbers and the unbalanced class, diverse training 

sample ratios are employed for different benchmark datasets to demonstrate the perfor-

mance of our presented network. For the IP dataset, 20% labeled samples are chosen as 

the training set and the remaining 80% labeled samples are chosen as the testing set at 

random. For the BOW and Houston 2013 datasets, we select 10% labeled samples for train-

ing and 90% labeled samples for testing at random. This article adopts cross entropy as a 

loss function to conduct the HSI classification task. Adam is adopted to optimize the pa-

rameters. First, the gradient information of the loss function at each parameter is 
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8  Commercial 125 1119 

9  Road 126 1126 

10  Highway 123 1104 

11  Railway 124 1111 

12  Parking Lot 1 124 1109 

13  Parking Lot 2 47 422 

14  Tennis Court 43 385 

15  Running Track 66 594 

Total 1510 13519 

4.2. Experimental Setup 

All experiments are performed on a system with an NVIDIA GeForce RTX 2060 SU-

PER GPU and 6 GB of RAM. The software environment of the system is TensorFlow 2.3.0, 

Keras 2.4.3, and Python 3.6. 

Considering the different sample numbers and the unbalanced class, diverse training 

sample ratios are employed for different benchmark datasets to demonstrate the perfor-

mance of our presented network. For the IP dataset, 20% labeled samples are chosen as 

the training set and the remaining 80% labeled samples are chosen as the testing set at 

random. For the BOW and Houston 2013 datasets, we select 10% labeled samples for train-

ing and 90% labeled samples for testing at random. This article adopts cross entropy as a 

loss function to conduct the HSI classification task. Adam is adopted to optimize the pa-

rameters. First, the gradient information of the loss function at each parameter is 
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4.2. Experimental Setup 

All experiments are performed on a system with an NVIDIA GeForce RTX 2060 SU-

PER GPU and 6 GB of RAM. The software environment of the system is TensorFlow 2.3.0, 

Keras 2.4.3, and Python 3.6. 

Considering the different sample numbers and the unbalanced class, diverse training 

sample ratios are employed for different benchmark datasets to demonstrate the perfor-

mance of our presented network. For the IP dataset, 20% labeled samples are chosen as 

the training set and the remaining 80% labeled samples are chosen as the testing set at 

random. For the BOW and Houston 2013 datasets, we select 10% labeled samples for train-

ing and 90% labeled samples for testing at random. This article adopts cross entropy as a 

loss function to conduct the HSI classification task. Adam is adopted to optimize the pa-

rameters. First, the gradient information of the loss function at each parameter is 
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4.2. Experimental Setup 

All experiments are performed on a system with an NVIDIA GeForce RTX 2060 SU-

PER GPU and 6 GB of RAM. The software environment of the system is TensorFlow 2.3.0, 

Keras 2.4.3, and Python 3.6. 

Considering the different sample numbers and the unbalanced class, diverse training 

sample ratios are employed for different benchmark datasets to demonstrate the perfor-

mance of our presented network. For the IP dataset, 20% labeled samples are chosen as 

the training set and the remaining 80% labeled samples are chosen as the testing set at 

random. For the BOW and Houston 2013 datasets, we select 10% labeled samples for train-

ing and 90% labeled samples for testing at random. This article adopts cross entropy as a 

loss function to conduct the HSI classification task. Adam is adopted to optimize the pa-

rameters. First, the gradient information of the loss function at each parameter is 
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4.2. Experimental Setup 

All experiments are performed on a system with an NVIDIA GeForce RTX 2060 SU-

PER GPU and 6 GB of RAM. The software environment of the system is TensorFlow 2.3.0, 

Keras 2.4.3, and Python 3.6. 

Considering the different sample numbers and the unbalanced class, diverse training 

sample ratios are employed for different benchmark datasets to demonstrate the perfor-

mance of our presented network. For the IP dataset, 20% labeled samples are chosen as 

the training set and the remaining 80% labeled samples are chosen as the testing set at 

random. For the BOW and Houston 2013 datasets, we select 10% labeled samples for train-

ing and 90% labeled samples for testing at random. This article adopts cross entropy as a 

loss function to conduct the HSI classification task. Adam is adopted to optimize the pa-

rameters. First, the gradient information of the loss function at each parameter is 
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No. Color Class Train Test 
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4.2. Experimental Setup 

All experiments are performed on a system with an NVIDIA GeForce RTX 2060 SU-

PER GPU and 6 GB of RAM. The software environment of the system is TensorFlow 2.3.0, 

Keras 2.4.3, and Python 3.6. 

Considering the different sample numbers and the unbalanced class, diverse training 

sample ratios are employed for different benchmark datasets to demonstrate the perfor-

mance of our presented network. For the IP dataset, 20% labeled samples are chosen as 

the training set and the remaining 80% labeled samples are chosen as the testing set at 

random. For the BOW and Houston 2013 datasets, we select 10% labeled samples for train-

ing and 90% labeled samples for testing at random. This article adopts cross entropy as a 

loss function to conduct the HSI classification task. Adam is adopted to optimize the pa-

rameters. First, the gradient information of the loss function at each parameter is 
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4.2. Experimental Setup 

All experiments are performed on a system with an NVIDIA GeForce RTX 2060 SU-

PER GPU and 6 GB of RAM. The software environment of the system is TensorFlow 2.3.0, 

Keras 2.4.3, and Python 3.6. 

Considering the different sample numbers and the unbalanced class, diverse training 

sample ratios are employed for different benchmark datasets to demonstrate the perfor-

mance of our presented network. For the IP dataset, 20% labeled samples are chosen as 

the training set and the remaining 80% labeled samples are chosen as the testing set at 

random. For the BOW and Houston 2013 datasets, we select 10% labeled samples for train-

ing and 90% labeled samples for testing at random. This article adopts cross entropy as a 

loss function to conduct the HSI classification task. Adam is adopted to optimize the pa-

rameters. First, the gradient information of the loss function at each parameter is 
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4.2. Experimental Setup 

All experiments are performed on a system with an NVIDIA GeForce RTX 2060 SU-

PER GPU and 6 GB of RAM. The software environment of the system is TensorFlow 2.3.0, 

Keras 2.4.3, and Python 3.6. 

Considering the different sample numbers and the unbalanced class, diverse training 

sample ratios are employed for different benchmark datasets to demonstrate the perfor-

mance of our presented network. For the IP dataset, 20% labeled samples are chosen as 

the training set and the remaining 80% labeled samples are chosen as the testing set at 

random. For the BOW and Houston 2013 datasets, we select 10% labeled samples for train-

ing and 90% labeled samples for testing at random. This article adopts cross entropy as a 

loss function to conduct the HSI classification task. Adam is adopted to optimize the pa-

rameters. First, the gradient information of the loss function at each parameter is 
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Table 3. The information of sample numbers of the Houston 2013 dataset.

No. Color Class Train Test
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Table 3. The information of sample numbers of the Houston 2013 dataset. 

No. Color Class Train Test 

1  Healthy grass 239 1125 

2  Stressed grass 126 1128 

3  Synthetic grass 70 627 

4  Trees 125 1119 

5  Soil 125 1117 

6  Water 33 292 

7  Residential 127 1141 

8  Commercial 125 1119 

9  Road 126 1126 

10  Highway 123 1104 

11  Railway 124 1111 

12  Parking Lot 1 124 1109 

13  Parking Lot 2 47 422 

14  Tennis Court 43 385 

15  Running Track 66 594 

Total 1510 13519 

4.2. Experimental Setup 

All experiments are performed on a system with an NVIDIA GeForce RTX 2060 SU-

PER GPU and 6 GB of RAM. The software environment of the system is TensorFlow 2.3.0, 

Keras 2.4.3, and Python 3.6. 

Considering the different sample numbers and the unbalanced class, diverse training 

sample ratios are employed for different benchmark datasets to demonstrate the perfor-

mance of our presented network. For the IP dataset, 20% labeled samples are chosen as 

the training set and the remaining 80% labeled samples are chosen as the testing set at 

random. For the BOW and Houston 2013 datasets, we select 10% labeled samples for train-

ing and 90% labeled samples for testing at random. This article adopts cross entropy as a 

loss function to conduct the HSI classification task. Adam is adopted to optimize the pa-

rameters. First, the gradient information of the loss function at each parameter is 
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Table 3. The information of sample numbers of the Houston 2013 dataset. 

No. Color Class Train Test 

1  Healthy grass 239 1125 

2  Stressed grass 126 1128 

3  Synthetic grass 70 627 

4  Trees 125 1119 

5  Soil 125 1117 

6  Water 33 292 

7  Residential 127 1141 

8  Commercial 125 1119 

9  Road 126 1126 

10  Highway 123 1104 

11  Railway 124 1111 

12  Parking Lot 1 124 1109 
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4.2. Experimental Setup 

All experiments are performed on a system with an NVIDIA GeForce RTX 2060 SU-

PER GPU and 6 GB of RAM. The software environment of the system is TensorFlow 2.3.0, 

Keras 2.4.3, and Python 3.6. 

Considering the different sample numbers and the unbalanced class, diverse training 

sample ratios are employed for different benchmark datasets to demonstrate the perfor-

mance of our presented network. For the IP dataset, 20% labeled samples are chosen as 

the training set and the remaining 80% labeled samples are chosen as the testing set at 

random. For the BOW and Houston 2013 datasets, we select 10% labeled samples for train-

ing and 90% labeled samples for testing at random. This article adopts cross entropy as a 

loss function to conduct the HSI classification task. Adam is adopted to optimize the pa-

rameters. First, the gradient information of the loss function at each parameter is 
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Table 3. The information of sample numbers of the Houston 2013 dataset. 

No. Color Class Train Test 

1  Healthy grass 239 1125 

2  Stressed grass 126 1128 

3  Synthetic grass 70 627 

4  Trees 125 1119 

5  Soil 125 1117 

6  Water 33 292 

7  Residential 127 1141 

8  Commercial 125 1119 

9  Road 126 1126 

10  Highway 123 1104 

11  Railway 124 1111 

12  Parking Lot 1 124 1109 

13  Parking Lot 2 47 422 

14  Tennis Court 43 385 
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Total 1510 13519 

4.2. Experimental Setup 

All experiments are performed on a system with an NVIDIA GeForce RTX 2060 SU-

PER GPU and 6 GB of RAM. The software environment of the system is TensorFlow 2.3.0, 

Keras 2.4.3, and Python 3.6. 

Considering the different sample numbers and the unbalanced class, diverse training 

sample ratios are employed for different benchmark datasets to demonstrate the perfor-

mance of our presented network. For the IP dataset, 20% labeled samples are chosen as 

the training set and the remaining 80% labeled samples are chosen as the testing set at 

random. For the BOW and Houston 2013 datasets, we select 10% labeled samples for train-

ing and 90% labeled samples for testing at random. This article adopts cross entropy as a 

loss function to conduct the HSI classification task. Adam is adopted to optimize the pa-

rameters. First, the gradient information of the loss function at each parameter is 
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Table 3. The information of sample numbers of the Houston 2013 dataset. 

No. Color Class Train Test 

1  Healthy grass 239 1125 

2  Stressed grass 126 1128 

3  Synthetic grass 70 627 

4  Trees 125 1119 

5  Soil 125 1117 

6  Water 33 292 

7  Residential 127 1141 

8  Commercial 125 1119 

9  Road 126 1126 

10  Highway 123 1104 

11  Railway 124 1111 

12  Parking Lot 1 124 1109 

13  Parking Lot 2 47 422 

14  Tennis Court 43 385 

15  Running Track 66 594 

Total 1510 13519 

4.2. Experimental Setup 

All experiments are performed on a system with an NVIDIA GeForce RTX 2060 SU-

PER GPU and 6 GB of RAM. The software environment of the system is TensorFlow 2.3.0, 

Keras 2.4.3, and Python 3.6. 

Considering the different sample numbers and the unbalanced class, diverse training 

sample ratios are employed for different benchmark datasets to demonstrate the perfor-

mance of our presented network. For the IP dataset, 20% labeled samples are chosen as 

the training set and the remaining 80% labeled samples are chosen as the testing set at 

random. For the BOW and Houston 2013 datasets, we select 10% labeled samples for train-

ing and 90% labeled samples for testing at random. This article adopts cross entropy as a 

loss function to conduct the HSI classification task. Adam is adopted to optimize the pa-

rameters. First, the gradient information of the loss function at each parameter is 
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Table 3. The information of sample numbers of the Houston 2013 dataset. 

No. Color Class Train Test 

1  Healthy grass 239 1125 

2  Stressed grass 126 1128 

3  Synthetic grass 70 627 

4  Trees 125 1119 

5  Soil 125 1117 

6  Water 33 292 

7  Residential 127 1141 
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4.2. Experimental Setup 

All experiments are performed on a system with an NVIDIA GeForce RTX 2060 SU-

PER GPU and 6 GB of RAM. The software environment of the system is TensorFlow 2.3.0, 

Keras 2.4.3, and Python 3.6. 

Considering the different sample numbers and the unbalanced class, diverse training 

sample ratios are employed for different benchmark datasets to demonstrate the perfor-

mance of our presented network. For the IP dataset, 20% labeled samples are chosen as 

the training set and the remaining 80% labeled samples are chosen as the testing set at 

random. For the BOW and Houston 2013 datasets, we select 10% labeled samples for train-

ing and 90% labeled samples for testing at random. This article adopts cross entropy as a 

loss function to conduct the HSI classification task. Adam is adopted to optimize the pa-

rameters. First, the gradient information of the loss function at each parameter is 
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Table 3. The information of sample numbers of the Houston 2013 dataset. 

No. Color Class Train Test 

1  Healthy grass 239 1125 

2  Stressed grass 126 1128 

3  Synthetic grass 70 627 

4  Trees 125 1119 

5  Soil 125 1117 

6  Water 33 292 
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4.2. Experimental Setup 

All experiments are performed on a system with an NVIDIA GeForce RTX 2060 SU-

PER GPU and 6 GB of RAM. The software environment of the system is TensorFlow 2.3.0, 

Keras 2.4.3, and Python 3.6. 

Considering the different sample numbers and the unbalanced class, diverse training 

sample ratios are employed for different benchmark datasets to demonstrate the perfor-

mance of our presented network. For the IP dataset, 20% labeled samples are chosen as 

the training set and the remaining 80% labeled samples are chosen as the testing set at 

random. For the BOW and Houston 2013 datasets, we select 10% labeled samples for train-

ing and 90% labeled samples for testing at random. This article adopts cross entropy as a 

loss function to conduct the HSI classification task. Adam is adopted to optimize the pa-

rameters. First, the gradient information of the loss function at each parameter is 
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4.2. Experimental Setup

All experiments are performed on a system with an NVIDIA GeForce RTX 2060 SUPER
GPU and 6 GB of RAM. The software environment of the system is TensorFlow 2.3.0, Keras
2.4.3, and Python 3.6.

Considering the different sample numbers and the unbalanced class, diverse training
sample ratios are employed for different benchmark datasets to demonstrate the perfor-
mance of our presented network. For the IP dataset, 20% labeled samples are chosen as
the training set and the remaining 80% labeled samples are chosen as the testing set at
random. For the BOW and Houston 2013 datasets, we select 10% labeled samples for
training and 90% labeled samples for testing at random. This article adopts cross entropy
as a loss function to conduct the HSI classification task. Adam is adopted to optimize
the parameters. First, the gradient information of the loss function at each parameter is
calculated. Then, the learning rate is set to 0.001 according to the set learning rate; the sub-
traction strategy is utilized to update the parameters. Finally, when the network structure
is arranged reasonably and each hyperparameter is set correctly, the loss value will show
an overall decline trend with the training, and, when it becomes stable, the best training
model can be obtained. In addition, the batch size and epochs are 16 and 400, respectively.

The average accuracy (AA), overall accuracy (OA), and Kappa coefficient (Kappa) are
utilized to measure the classification results quantitatively. Notably, if three evaluation
metrics are closer to 1, the classification result will be better.

4.3. Comparison Methods

In this section, we compare our presented MCIANet with eleven representative classi-
fication approaches, which are broadly split into two categories: one is based on traditional
ML, including SVM, RF, KNN, and GaussianNB; another is based on DL, including Hy-
bridSN [17], MSRN_A [72], 3D_2D_CNN [73], RSSAN [74], MSRN_B [75], DMCN [31],
and MSDAN [42]. To be fair, in comparative experiments, 10% and 90% labeled samples
are randomly selected as the training set and testing set for the BOW and Houston 2013
datasets, respectively. Homoplastically, 20% and 80% labeled samples are assigned to the
training set and testing set for the IP dataset, respectively. Tables 4–6 exhibit the quantiza-
tion comparison accuracies of diverse classification methods on three benchmark datasets,
reporting class-wise accuracy, OA, AA, and Kappa.
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Table 4. The classification results on the BOW dataset.

No. SVM RF KNN GaussianNB HybridSN MSRN_A 3D_2D_CNN RSSAN MSRN_B DMCN MSDAN MCIANet

1 100.00 97.89 99.59 98.37 87.82 96.05 92.75 100.00 98.78 91.01 95.29 98.38
2 98.11 98.81 92.13 67.74 100.00 100.00 96.77 100.00 100.00 88.24 100.00 100.00
3 78.65 90.25 93.62 80.58 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
4 100.00 83.64 87.25 65.02 98.47 100.00 99.47 100.00 100.00 96.48 96.41 100.00
5 80.59 72.66 82.33 71.90 88.24 97.05 95.90 87.08 92.37 100.00 96.54 100.00
6 50.00 76.34 60.00 57.23 97.78 100.00 97.51 93.53 100.00 100.00 97.10 100.00
7 100.00 98.67 99.55 97.00 100.00 100.00 100.00 100.00 100.00 99.57 100.00 100.00
8 84.90 88.02 77.53 82.84 99.44 100.00 100.00 100.00 91.92 94.49 100.00 100.00
9 68.48 80.14 78.23 71.43 98.26 100.00 100.00 97.45 100.00 100.00 100.00 100.00

10 75.62 76.83 88.02 67.83 98.67 100.00 98.67 98.22 96.96 97.80 100.00 100.00
11 86.24 89.53 91.49 88.85 97.51 96.48 99.64 99.27 100.00 99.63 100.00 100.00
12 89.60 91.57 93.49 91.61 97.59 100.00 100.00 97.44 46.55 96.41 100.00 100.00
13 90.77 79.76 93.06 70.97 100.00 100.00 100.00 94.88 100.00 98.77 97.97 100.00
14 100.00 98.80 97.59 93.62 100.00 97.70 100.00 95.31 83.33 97.18 100.00 100.00

OA (%) 82.05 85.98 87.04 78.83 96.95 99.01 98.53 97.15 91.50 97.57 98.66 99.86
AA (%) 81.82 86.95 87.87 81.06 95.87 99.12 98.13 96.16 92.21 97.02 98.71 99.88

Kappa × 100 80.53 84.81 85.96 77.10 96.69 98.92 98.40 96.92 90.81 97.36 98.55 99.85

Table 5. The classification results on the IP dataset.

No. SVM RF KNN GaussianNB HybridSN MSRN_A 3D_2D_CNN RSSAN MSRN_B DMCN MSDAN MCIANet

1 0.00 86.67 36.36 31.07 97.06 100.00 100.00 97.30 90.32 100.00 100.00 94.74
2 61.51 82.02 50.38 45.54 98.86 99.73 95.79 98.00 97.45 97.46 98.95 99.65
3 84.04 78.66 61.95 35.92 97.04 100.00 95.99 99.54 98.74 93.50 99.54 100.00
4 46.43 72.87 53.26 15.31 98.86 98.38 92.94 99.46 99.39 96.81 98.85 100.00
5 88.82 90.16 84.71 3.57 98.47 97.72 99.47 98.22 92.54 98.69 98.70 99.23
6 76.72 82.61 78.08 67.87 100.00 100.00 100.00 99.83 99.65 100.00 99.49 100.00
7 0.00 83.33 68.42 100.00 100.00 100.00 100.00 100.00 100.00 100.00 86.96 100.00
8 83.49 87.16 88.55 83.78 96.46 100.00 100.00 99.48 80.08 98.70 99.74 100.00
9 0.00 100.00 40.00 11.02 76.19 100.00 100.00 100.00 0.00 100.00 100.00 88.89

10 70.89 83.61 69.40 27.07 99.74 97.72 97.48 99.48 88.93 99.87 98.46 99.61
11 58.51 75.16 69.49 60.60 98.77 98.94 97.48 99.19 97.57 99.69 99.74 99.75
12 59.38 66.74 62.13 23.95 98.34 92.40 91.19 98.13 91.52 92.74 91.30 98.34
13 82.23 92.53 86.70 84.38 100.00 89.62 99.38 99.39 94.58 96.91 97.02 100.00
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Table 5. Cont.

No. SVM RF KNN GaussianNB HybridSN MSRN_A 3D_2D_CNN RSSAN MSRN_B DMCN MSDAN MCIANet

14 87.39 89.78 91.76 75.08 99.90 99.51 97.47 99.80 100.00 99.40 99.90 100.00
15 86.30 72.00 64.127 53.17 94.12 98.09 90.88 98.72 100.00 92.92 95.00 98.40
16 98.36 100.00 100.00 98.44 98.67 100.00 100.00 97.33 94.37 91.14 98.53 100.00

OA (%) 70.21 89.91 70.95 50.88 98.58 98.50 96.85 99.07 95.56 97.86 98.61 99.61
AA (%) 53.06 66.77 62.39 52.65 96.87 96.56 94.34 96.53 86.25 93.47 94.85 99.69

Kappa × 100 65.07 78.01 66.63 44.07 98.39 98.29 96.41 98.94 94.94 97.57 98.41 99.55

Table 6. The classification results on the Houston 2013 dataset.

No. SVM RF KNN GaussianNB HybridSN MSRN_A 3D_2D_CNN RSSAN MSRN_B DMCN MSDAN MCIANet

1 82.38 95.64 98.29 90.78 97.64 98.85 98.16 98.75 99.11 99.01 99.20 100.00
2 98.46 95.44 95.70 98.80 99.73 99.65 99.19 97.98 99.73 98.17 99.56 99.91
3 97.72 100.00 97.29 93.09 99.68 100.00 99.84 99.52 100.00 98.12 100.00 100.00
4 98.76 99.55 98.11 99.01 93.25 99.91 99.82 99.29 99.46 98.89 99.28 100.00
5 86.86 93.36 93.00 73.96 99.91 100.00 100.00 99.73 100.00 99.64 99.37 100.00
6 100.00 100.00 100.00 31.00 100.00 100.00 100.00 98.29 100.00 100.00 100.00 100.00
7 64.91 79.15 87.83 63.06 97.77 100.00 96.32 96.96 98.79 99.43 95.66 99.56
8 86.03 87.95 82.05 70.03 98.32 100.00 96.61 93.64 100.00 97.52 90.71 99.91
9 61.38 75.59 76.07 42.67 93.82 99.11 95.96 89.75 95.58 92.70 91.22 98.77

10 51.36 84.43 79.24 0.00 98.57 96.76 97.68 94.35 98.22 95.76 100.00 99.01
11 45.16 76.50 79.76 34.42 97.99 99.73 98.92 96.75 100.00 93.28 96.39 100.00
12 60.82 72.16 70.67 21.08 98.92 99.91 98.84 90.84 99.73 91.79 98.83 100.00
13 100.00 79.72 88.89 15.61 100.00 97.32 99.20 95.55 99.01 96.50 98.41 100.00
14 79.39 96.68 95.17 67.40 98.97 100.00 99.74 100.00 100.00 99.74 99.23 98.97
15 99.66 99.64 99.13 99.08 99.83 99.00 100.00 100.00 99.83 100.00 99.83 99.83

OA (%) 75.17 87.47 87.51 60.82 97.91 99.36 99.41 96.31 99.17 96.82 97.33 99.73
AA (%) 74.91 86.09 85.77 63.10 97.33 99.07 98.03 96.37 98.83 95.88 97.21 99.66

Kappa × 100 73.11 86.43 86.47 57.73 97.74 99.31 98.28 96.01 99.10 96.56 97.11 99.70
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First, as shown in Tables 4–6, it can be clearly seen that, compared with eight DL-
based classification approaches, SVM, RF, KNN, and GaussianNB have low classification
accuracies. This is because four ML-based methods only extract features in the spectral
domain and ignore abundant contextual spatial features. Meanwhile, they need to rely on
prior experience, leading to poor generalization ability. In contrast, due to a hierarchical
structure, eight DL-based approaches can capture high-level features from the data auto-
matically and obtain good classification results. Among all the classification approaches,
our developed MCIANet obtains terrific classification results on three benchmark datasets.
One possible reason for this is that our designed IAM can highlight the distinguishability
of HSI by extracting the significance of different spectral bands, spatial pixels, and cross
dimensions and let us know the “what”, “where”, and “cross dimension” that need to be
emphatically learned. Another point is that our constructed MCFFM can extract multiscale
spectral–spatial features to increase the diversity of spectral–spatial information.

Second, MARN_A, MSRN_B, MSDAN, and our proposed MCIANet construct func-
tional modules to capture multiscale features. MSRN_A utilizes filters with sizes of 3× 3× 3,
3× 3× 5, and 3× 3× 7 to extract multiscale spectral features and filters with sizes of 1× 1,
3× 3, and 5× 5 to extract multiscale spatial features. MSRN_B designs a multiscale residual
block to perform lightweight and efficient multiscale feature extraction. MSDAN adopts
multiscale dense connections to capture feature information at different scales. From Ta-
bles 4–6, it is clear that our developed method is remarkably superior to those of MARN_A,
MSRN_B and MSDAN on three benchmark datasets. The possible reason for this is that
our devised MCFEM uses filters with sizes of 11× 11, 9× 9, 7× 7, 5× 5, and 3× 3 to
extract multiscale spectral–spatial features while introducing “up-to-down” and “down-to-
up” fusion strategies to maximize use of information flow of different branches. Hence,
different from the above three multiscale extraction strategies, our MCFEM can capture
spectral–spatial features at various scales, convolutional layers, and branches.

Furthermore, from different perspectives, eight classification approaches based on
DL can be divided into two categories: one uses attention functional modules, including
MSRN_A, RSSAN, DMCN, MSDAN, and our proposed MCIANet; another does not
utilize attention functional modules, including HybridSN, 3D_2D_CNN, and MSRN_B.
According to Tables 4–6, the attention modules can improve the classification performance.
For example, MSRN_A uses a spatial–spectral attention block and a spatial attention block
to pay attention to the salient spatial regions and valid spectral bands. For the BOW dataset,
three evaluation indices of MSRN_A are 99.01%, 99.12%, and 98.92%, which are 2.06%,
3.25%, and 2.23% higher than those of HybridSN and 7.6%, 6.91%, and 8.11% higher than
those of MSRN_B. However, it can also be clearly observed that three evaluation indices of
some classification methods that do not introduce attention modules are superior to those
of some classification methods that utilize attention modules. The possible reason for this is
that the former may have a neat model architecture for training and testing, which achieves
good classification accuracies and robustness. The latter may increase the complexity of
models and acquire more parameters for the training process. For example, for the Houston
2013 dataset, 3D_2D_CNN obtained 98.41% OA, 98.03% AA, and 98.28% Kappa, which
are 2.1%, 1.66%, and 2.27% higher than those of RSSAN and are 1.59%, 2.15%, and 1.72%
higher than those of DMCN. It is worth noting that our proposed method performs best
overall. This is because our built IAM can enhance informational features favorable for
classification and suppress useless information by capturing the corresponding importance
of spectral bands, spatial regions, and cross dimensions, and the presented MCIANet
requires relatively few parameters for the training process.

Moreover, Figures 4–6 provide the corresponding visual images of each approach
on three benchmark datasets. The visual image of the GuassianNB is the coarsest and
has the most misclassified pixels. The probable explanation for this is that the classi-
fication methods based on traditional DL cannot fully extract features and lack robust
representation. The visual images obtained by HybridSN, MSRN_A, 3D_2D_CNN, RSSAN,
MSRN_B, DMCN, and MSDAN exhibit less noise and are relatively smooth. In contrast,
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the proposed MCIANet can generate better classification maps. We also change the training
sample ratios of eight classification methods based on DL, including 1%, 3%, 5%, 7%,
and 10%. Figure 7 shows the corresponding results. The classification performance gap
between diverse methods gradually narrows as the number of training samples increases.
Our proposed method still obtains excellent classification accuracies and shows robust
generalization performance.
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4.4. Discussion
4.4.1. Influence of Different Spatial Sizes

Different spatial sizes have different effects on classification results. Therefore, choos-
ing a proper spatial size for our proposed MCIANet is vital. We analyzed the sensitivity of
spatial size on three benchmark datasets with spatial sizes set to 15× 15, 17× 17, 19× 19,
21× 21, 23× 23, 25× 25, 27× 27, and 29× 29. Figure 8 provides the classification accuracies
of the proposed model under different spatial sizes. For the BOW dataset, it is easy to find
that, when the spatial size is 23× 23, three evaluation indices are best. For the IP dataset, it
can be noticed clearly that, when the spatial size is 17× 17, the three evaluation indices are
superior. For the Houston 2013 dataset, the three evaluation indices increase at first and
then decrease as the spatial size is 21× 21. Because HSI contains intricate topographic fea-
tures and different HSIs have various feature distributions, different experimental datasets
may require various spatial sizes. Therefore, we set the spatial size of 23× 23, 17× 17, and
21× 21 as the input of our designed framework to three benchmark datasets.
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4.4.2. Influence of Diverse Training Percentage

Number of training samples has a significant impact on classification accuracies of
our proposed method. To explore the influence of different training sample percentages
on classification accuracies, we chose 1%, 3%, 5%, 7%, 10%, 20%, and 30% of the available
labeled samples for training and the remaining labeled samples for testing at random.
Figure 9 provides classification accuracies of the built model with different training sample
percentages. We can observe that three evaluation indices rise considerably and then
grow slowly as the training sample percentage increases. For the BOW and Houston
2013 datasets, 10% labeled samples are assigned to the training set and the corresponding
remaining 90% labeled samples are assigned to the testing set. For the IP dataset, we select
20% available data as the training samples and the corresponding remanent 80% available
data as the testing samples.
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4.4.3. Influence of Different Numbers of Principal Components

HSI is composed of multitudinous continuous spectral bands, and these spectral bands
are highly correlated with each other. To eliminate abundant redundant information and
downsize the computational expense, we execute a PCA on the original HSI. The number
of principal components is empirically adjusted to 5, 10, 15, 20, 25, 30, 35, and 40 to analyze
the sensitivity of the principal component numbers on three benchmark datasets. Figure 10
provides the classification accuracies of the developed model under different principal
component numbers. For the BOW dataset, it can be observed clearly that, when the
principal component number is 40, three evaluation indices are best. For the IP dataset, it
can be seen that the three evaluation indices increase at first and then plateau at 25. As the
principal component number is over 25, the three evaluation indices begin to decline. For
the Houston 2013 dataset, it can be found that the three evaluation indices rise at first and
then plateau at 30. As the principal component number is over 30, the three evaluation
indices begin to decline. These phenomena indicate to a certain extent that the principal
component numbers are greater, and our proposed method can capture representative
spectral–spatial features from these principal components. As the number of principal
components continues to rise, the three evaluation indices decline due to interference of
redundant information and noise. Hence, we set the principal component numbers to 40,
25, and 30 for three benchmark datasets.
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4.4.4. Influence of Diverse Compressed Ratio in the IAM

The compressed ratio r determines the number of neurons in the FC layer. We discuss
the impact of r on three benchmark datasets and r is set to 1, 2, 3, 4, 5, and 6. Figure 11
provides the classification accuracies of our presented model under different compressed
ratios r. According to the experimental observation, for the BOW dataset, the most appro-
priate r is 3. For the IP dataset, the best r is 2. For the Houston 2013 dataset, we choose a
compressed ratio r of 6.
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4.4.5. Influence of Various Numbers of Branches in the MCFEM

To analyze the influence of different branch numbers on the classification perfor-
mance of our proposed method, different branch numbers are set to 1, 2, 3, 4, 5, and 6.
Figure 12 provides the classification accuracies of the proposed model under different
branch numbers. It is easy to notice that the three evaluation indices rise at first and then
plateau at 5. As the branch number exceeds 5, the three evaluation indices begin to decline
for three common datasets. This phenomenon indicates to a certain extent that, as the
number of parallel branches increases, our devised MCFEM can learn more discrimina-
tive and richer multiscale spectral–spatial features and obtain better classification results.
However, the greater parallel branch number will make the model more complicated and
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aggravate the computational burden, leading to poor classification results. Therefore, to
achieve superior classification results, the number of parallel branches is set to 5 for three
benchmark datasets.

Remote Sens. 2023, 14, x FOR PEER REVIEW 19 of 23 
 

 

and richer multiscale spectral–spatial features and obtain better classification results. 

However, the greater parallel branch number will make the model more complicated and 

aggravate the computational burden, leading to poor classification results. Therefore, to 

achieve superior classification results, the number of parallel branches is set to 5 for three 

benchmark datasets. 

 

Figure 12. The classification results of various branch numbers. 

4.5. Ablation Study 

4.5.1. Effect of IAM 

To prove the effectiveness of our constructed IAM, we performed seven comparative 

experiments on three benchmark datasets: only using spectral attention block (named case 

1), only using spatial attention block (named case 2), only using cross dimension block 

(named case (3), using spectral and spatial attention blocks (named case 4), using spectral 

and cross dimension attention blocks (named case 5), using spatial and cross dimension 

attention blocks (named case 6), and our constructed IAM (named case 7). Figure 13 ex-

hibits the corresponding results on three benchmark datasets. 

 

Figure 13. The ablation study of IAM. 

From Figure 13, we can obviously find that comparative experiments on three bench-

mark datasets have different experimental results. For example, for case 1, three evalua-

tion indices on BOW and IP datasets are good, but they are poor on the Houston 2013 

dataset. For case 5, three evaluation indices on BOW and Houston 2013 datasets are good, 

but they are poor on the IP dataset. For case 2, three evaluation indices on three bench-

mark datasets have poor performance. These may be because HSI contains intricate topo-

graphic features and different HSIs have various feature distributions. The BOW and 

Houston 2013 datasets contain many smaller areas of the species; only using spatial or 

cross dimension block may not obtain good classification accuracies. Meanwhile, the IP 

dataset includes many large and continuous areas of the species; only using spatial block 

may obtain decent classification results. Compared with the other six experimental con-

ditions, three benchmark datasets have superior three evaluation indices and outstanding 

classification results. This indicates that our constructed IAM is effective, which can high-

light the distinguishability of HSI and dispel interference of redundant information by 

learning the importance of different spectral bands, spatial pixels, and cross dimensions. 

4.5.2. Effect of the Presented Method 

To further demonstrate and analyze the importance of IAM and MCFEM of our pro-

posed MCIANet, we conducted comparative experiments on three benchmark datasets 

under three different conditions: only using IAM (named network 1), only using MCFEM 

Figure 12. The classification results of various branch numbers.

4.5. Ablation Study
4.5.1. Effect of IAM

To prove the effectiveness of our constructed IAM, we performed seven comparative
experiments on three benchmark datasets: only using spectral attention block (named case
1), only using spatial attention block (named case 2), only using cross dimension block
(named case (3), using spectral and spatial attention blocks (named case 4), using spectral
and cross dimension attention blocks (named case 5), using spatial and cross dimension
attention blocks (named case 6), and our constructed IAM (named case 7). Figure 13 exhibits
the corresponding results on three benchmark datasets.
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From Figure 13, we can obviously find that comparative experiments on three bench-
mark datasets have different experimental results. For example, for case 1, three evaluation
indices on BOW and IP datasets are good, but they are poor on the Houston 2013 dataset.
For case 5, three evaluation indices on BOW and Houston 2013 datasets are good, but they
are poor on the IP dataset. For case 2, three evaluation indices on three benchmark datasets
have poor performance. These may be because HSI contains intricate topographic features
and different HSIs have various feature distributions. The BOW and Houston 2013 datasets
contain many smaller areas of the species; only using spatial or cross dimension block may
not obtain good classification accuracies. Meanwhile, the IP dataset includes many large
and continuous areas of the species; only using spatial block may obtain decent classifi-
cation results. Compared with the other six experimental conditions, three benchmark
datasets have superior three evaluation indices and outstanding classification results. This
indicates that our constructed IAM is effective, which can highlight the distinguishability
of HSI and dispel interference of redundant information by learning the importance of
different spectral bands, spatial pixels, and cross dimensions.

4.5.2. Effect of the Presented Method

To further demonstrate and analyze the importance of IAM and MCFEM of our
proposed MCIANet, we conducted comparative experiments on three benchmark datasets
under three different conditions: only using IAM (named network 1), only using MCFEM
(named network 2), using IAM and MCFEM (our proposed method, named network 3).
Figure 14 exhibits the corresponding results on three benchmark datasets.
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According to Figure 14, it is clear that the three evaluation indices of network 1 are the
lowest on three benchmark datasets. For example, for the BOW dataset, the three evaluation
indices are 2.02%, 1.86%, and 1.84% lower than those of network 3. For the IP dataset, the
three evaluation indices are 3.05%, 6.81%, and 3.47% lower than those of network 3. For
the Houston 2013 dataset, the three evaluation indices are 4.31%, 4.09%, and 4.65% lower
than those of network 3. These results prove that our constructed MCFFM is beneficial for
our proposed MCIANet to fully extract spectral–spatial at different scales, convolutional
layers, and branches, which further increases the diversity of spectral–spatial information.
Compared with network 1, three evaluation indices of network 2 obviously increase. For
example, for the BOW dataset, OA and AA are 0.31% and 0.26% lower than those of
network 3. For the IP dataset, the three evaluation indices are 0.17%, 1.7%, and 0.19%
lower than those of network 3. For the Houston 2013 dataset, the three evaluation indices
are 0.32%, 0.59%, and 0.34% lower than those of network 3. These results indicate that
IAM can strengthen the distinguishability of HSI and dispel the interference of redundant
information. Therefore, to a certain extent, the IAM and MCFFM in our presented method
considerably enhance classification performance.

5. Conclusions

In this article, a multiscale cross interaction attention network (MCIANet) for HSI
classification is presented. First, the interaction attention module (IAM) can strengthen the
distinguishing ability of HSI by learning the importance of different spectral bands, spatial
contexts, and cross dimensions and dispelling the interference of redundant information.
Then, the attention-enhanced spectral–spatial features from IAM are sent to a multiscale
cross feature extraction module (MCFEM) to increase the diversity of spectral–spatial infor-
mation, which utilizes an innovative multibranch lower triangular structure with different
fusion strategies to extract multiscale spectral–spatial features while maximizing use of
spectral–spatial information flows between different convolutional layers and branches.
The experimental results on three benchmark datasets can not only demonstrate the effec-
tiveness and superiority of our proposed method but also exhibit competitive performance
compared with the state-of-the-art classification approaches.

However, there is still room for further study in the future. The effectiveness of CNNs
heavily relies on the number of training samples. Additionally, the number of branches and
network layers are selected by a manual setting. Therefore, adaptively choosing framework
parameters and integrating unsupervised training methods into our designed model is
another research direction to study.
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