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Geometric inverse estimation for the inner wall of a furnace 
under transient heat conduction based on dual reciprocity 
boundary element method

Bin Lia,b, Xuejun Zhanga,b, and Xiangzhi Lia 

aChangchun Institute of Optics, Fine Mechanics and Physics, Chinese Academy of Sciences, Changchun, P.R. 
China; bUniversity of Chinese Academy of Sciences, Beijing, P.R.China 

ABSTRACT 
A boundary shape estimation problem for the furnace’s inner surface is 
solved using the dual reciprocity boundary element method (DRBEM) and 
the conjugate gradient method (CGM) under transient heat conduction. 
The DRBEM is utilized to eliminate the drawbacks of traditional numerical 
methods and classical boundary element method of discretizing the entire 
computational domain, with only boundary discretization. The inversion 
results are obtained by applying the CGM to minimize the objective func
tion, in which the sensitivity coefficients are calculated with the complex 
variable derivation method (CVDM), making the calculation precise and 
independent of step size. To verify the accuracy of the DRBEM in solving 
the transient heat conduction problem, the influencing factors including 
radial-basis function, the number of internal collocation points, and time 
step size are investigated. The influences of measurement time interval, 
future time step, initial guess, measurement error, and the number and 
position of measurement points on the inversion results are analyzed. 
Meanwhile, the effectiveness of the proposed approach is tested by 
numerical examples, and the inversion results show that it is stable, accur
ate, and efficient for identifying different and complicated unknown 
boundary shapes of the furnace.

HIGHLIGHTS 

� The boundary shape identification problem of the furnace wall is solved 
under transient heat conduction.
� The dual reciprocity boundary element method (DRBEM) is applied to 

solve the transient direct heat conduction problem, which retains the 
advantages of pure boundary discretization.
� In the conjugate gradient method (CGM), the sensitivity coefficients are 

calculated by the complex variable derivation method (CVDM) which is 
accurate and independent of the step size.
� The inner boundary shapes of the furnace with different complicated 

function forms are identified successfully.
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1. Introduction

Inverse heat conduction problems (IHCPs) are widely used in many engineering fields, including 
nuclear power, aerospace, and biological engineering. The IHCPs are often applied to estimate 
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boundary conditions [1–3], heat sources [4, 5], thermal properties [6–9], and geometry boundary 
shapes [10–14]. In many instances, the geometry boundary shape of a heat conduction problem 
is undetermined, and it can be estimated indirectly by measuring the temperature of some points 
located on the boundary or inside the domain. This is a typical IHCP for boundary shape identi
fication, which is highly ill-posed due to the frequent change of geometry boundary during the 
inversion process [15], and is much more complicated than the other IHCPs.

During the operation of a furnace, the inner surface experiences extreme conditions of high 
temperature and high pressure, and is naturally damaged by corrosion and thermal stress. 
Therefore, it is critical to monitor the geometry shape and temperature of the inside boundary to 
guarantee the safety of the furnace. Many studies have been carried out to estimate the inner 
boundary shape or temperature of the furnace. Wang et al. [16] studied the inner boundary esti
mation problem of a furnace under steady-state heat conduction, while the direct problem was 
solved by the finite volume method (FVM). Chen et al. [17] identified the unknown inner bound
ary shape of a two-layer-wall furnace which is made of functionally graded materials. The FVM 
was applied to solve the direct problem of steady-state heat conduction. Su and Chen [18] esti
mated the inner boundary shape of the furnace under steady-state heat conduction, and the finite 
difference method (FDM) was utilized to solve the direct problem. Chen and Su [19] simultan
eously estimated the temperature field of the outer boundary and the inner geometry boundary 
for a two-layer-wall furnace under steady-state heat conduction. The inversion solutions were 
obtained by means of the FDM, virtual area, and least-squares error method. Su et al. [20] solved 
the boundary identification problem of the furnace’s inner surface under steady-state heat con
duction using the FDM. Wang et al. [21] estimated the temperature distribution of the furnace’s 
inside boundary under steady-state heat conduction using the FDM. Tan et al. [10] identified the 
boundary shape of the furnace’s internal surface under steady heat conduction based on the 
meshless method. Yu et al. [22] estimated the unknown geometry boundary of the furnace based 

Nomenclature 

a thermal diffusivity 
d descent direction vector 
f approximate radial-basis function 
G, H geometry coefficient matric 
J objective function 
L number of inner collocation points 
M number of unknown geometric 

parameters 
N number of measurement points 
Nb number of boundary nodes 
p future time step 
r radius 
R geometric parameter vector 
t time 
T temperature 
T temperature vector 
Dt time step size 
Dt0 measurement time interval 
Û coefficient matrices 
X vector containing the  

unknown values 
x, y Cartesian coordinate system 
W the number of future  

time step 

Greek Letters 

a search step size
b conjugate coefficient
h polar angle
r standard deviation of the measurement 

error
e stopping criterion
x random number
X computational domain
C boundary of the domain X
/ normal temperature gradient vector
/̂ coefficient matrices

Subscripts 

in furnace inner boundary
out furnace outer boundary

Abbreviations 

BEM boundary element method
DRBEM dual reciprocity boundary element method
CGM conjugate gradient method
CVDM complex variable derivation method
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on the concept of the virtual area and the boundary element method (BEM) under steady-state 
heat conduction. Yu et al. [23, 24] estimated the steady and unsteady boundary conditions of the 
furnace’s inside boundary based on the BEM. Zhou et al. [25] adopted the finite element method 
(FEM) and the virtual boundary idea to identify the boundary shape under steady-state heat 
conduction.

On the one hand, it is worth pointing out that most references related to the inverse problem 
of a furnace apply the steady-state heat conduction condition to estimate the unknown boundary 
shape or boundary condition of a furnace. However, during the actual operation of a furnace, 
changes in thermal boundary conditions, such as temperature or heat flux are frequent and 
unavoidable. In many cases, it takes a long time to reach a steady state, which limits the applica
tion of inverse estimation based on steady-state heat conduction. As a result, it is of more prac
tical significance to estimate the unknown boundary shape of a furnace under transient thermal 
boundary conditions.

On the other hand, traditional numerical methods, such as FDM, FEM, and FVM are mesh- 
based computing methods. During the inversion iteration process, these methods suffer from the 
repeated and tedious meshing of the entire computational domain, as well as mesh distortion in 
many situations. Many methods have been developed to overcome this shortcoming, including 
the least-squares collocation meshless method (LSCMM) [10], the method of fundamental solu
tion (MFS) [26], the collocation Trefftz method [27], the boundary collocation method [28], the 
singular boundary method [29, 30], and the BEM [31]. The BEM discretizes the system boundary 
without mesh generation in the entire domain [32]. Previous applications of classical BEM in 
transient heat conduction have mostly used the time-dependent fundamental solution [33–35]. It 
requires to repeat calculating and saving the geometry-dependent influence coefficient matrices H 
and G at each time step, causing a significant increase in computational cost and memory con
sumption. In addition, the domain integral relating to the initial conditions needs to be calcu
lated, which leads to the disappearance of the main advantage of the BEM, i.e. boundary-only 
integral. However, the dual reciprocity boundary element method (DRBEM) can eliminate this 
drawback by utilizing the fundamental solution of the Laplace equation [36], and this method has 
been widely applied in the transient IHCPs [36–38]. The DRBEM approximates the time deriva
tive term with the concept of global interpolation and results in the boundary-only formulation. 
Thus, the DRBEM has obvious advantages in solving the transient IHCPs for boundary shape 
identification.

There are many optimization algorithms for solving inverse problems, such as the genetic algo
rithm [39], steepest descent method [40], Newton method [41], the least square method [42], 
Levenberg–Marquardt method [43], and conjugate gradient method (CGM) [10, 17, 44, 45]. Due 
to its effectiveness, accuracy, and stability, the CGM is one of the most popular optimization 
methods to solve almost all kinds of IHCPs, in which the calculation of sensitivity coefficients is 
the most important factor. Unlike the application of conventional FDM, the sensitivity coeffi
cients can be determined using the complex variable derivation method (CVDM) which is accur
ate, fast, and independent of the step size [13, 46–50]. To the best of our knowledge, the 
applications of CVDM in CGM have rarely been reported.

In this study, the DRBEM and CGM are combined to estimate the unknown boundary shape 
of the furnace under transient heat conduction. During the inversion process of CGM, the 
CVDM is applied to calculate the sensitivity coefficients. The accuracy of DRBEM in solving the 
direct problem is examined by the influences of radial-basis function, the number of internal col
location points, and time step size. The proposed approach is compared with the conventional 
CGM in solving the inverse problem. To test the effectiveness of the proposed approach, the 
unknown boundary shapes with different and complex functional forms are considered, while the 
boundary conditions imposed on the unknown boundary also have different functional forms. 
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The effects of measurement time interval, future time step, initial guess, measurement error, and 
the number and position of measurement points on the estimation results are investigated.

2. The direct problem and DRBEM

A 2-D transient heat conduction problem of the furnace wall is shown in Figure 1. In this system, 
the radius of the outer boundary Cout is rout , while the unknown radius of the inner boundary 
Cin is rinðhÞ: Considering that the material properties are constant without an internal heat source 
or sink in the furnace wall domain X, the governing equation for the problem can be expressed 
as follows:

@2Tðx, y, tÞ
@x2 þ

@2Tðx, y, tÞ
@y2 ¼

1
a
@Tðx, y, tÞ

@t
, ðx, yÞ 2 X and t � t0 (1) 

where a is the thermal diffusivity, Tðx, y, tÞ is the temperature of point (x, y) at time t, and t0 is 
the initial time.

The corresponding boundary conditions are stated as:

Tðx, y, tÞ ¼ Tout , ðx, yÞ 2 Cout (2) 

Tðx, y, tÞ ¼ Tinðx, y, tÞ, ðx, yÞ 2 Cin (3) 

where Tout is the constant temperature on boundary Cout , and Tinðx, y, tÞ is the temperature on 
boundary Cin varying with the position (x, y) and time t.

The initial condition is given as:

Tðx, y, 0Þ ¼ T0ðx, yÞ (4) 

where T0ðx, yÞ is the initial temperature of the furnace wall.
The DRBEM adopts the fundamental solution of the Laplace equation, and the approximation 

of the time derivative term of Eq. (1) is expressed as: [51]

1
a
@Tðx, y, tÞ

@t
�
XNbþL

j¼1
ajðtÞfjðx, yÞ (5) 

Figure 1. Diagram of the furnace wall for transient heat conduction problem.
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where Nb denotes the node number on C ¼ Cin [ Cout , L denotes the collocation point number 
in domain X, ajðtÞ is the time-dependent coefficient to be determined, and fjðx, yÞ is the approxi
mate radial-basis function that satisfies the following equation:

fjðx, yÞ ¼ r2ûjðx, yÞ (6) 

Substituting Eqs. (5) and (6) into Eq. (1), the following equation can be obtained:

@2Tðx, y, tÞ
@x2 þ

@2Tðx, y, tÞ
@y2 �

XNbþL

j¼1
ajðtÞr2ûjðx, yÞ (7) 

Multiplying both sides of Eq. (7) by the fundamental solution v(p,q) of the Laplace equation, 
integrating over the whole domain X, and using Green’s second formula, the boundary integral 
equation as follows can be obtained:

cðpÞTðpÞ þ
ð

C

vðp, qÞ/ðqÞdCq −
ð

C

/�ðx, yÞTðqÞdCq

¼
XNbþL

j¼1
aj cðpÞûjðpÞ þ

ð

C

vðp, qÞ/̂ðqÞdCq −
ð

C

/�ðx, yÞûjðqÞdCq

� �

(8) 

where

/ðqÞ ¼ @TðqÞ=@nq (9) 

/�ðp, qÞ ¼ @vðp, qÞ=@nq (10) 

/̂jðqÞ ¼ @ûjðqÞ=@nq (11) 

cðpÞ ¼
1 for p inside X

0:5 for p on the smooth boundary C

0 for p outside X

8
<

:
(12) 

vðp, qÞ ¼
1

2p
ln

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðxp − xqÞ
2
þ ðyp − yqÞ

2
q

(13) 

Using the numerical calculation method, the boundary C is discretized into Nb boundary elements. In 
this study, we apply the constant element in which the curve boundary is approximated by a straight 
line, the node is in the midpoint of the straight line, and the values of the boundary temperature T 
and corresponding normal derivative Tn ¼ @T/@n over each element are equal to the constant values 
of the node. Applying Eq. (8) consecutively for Nb nodes , Nb equations are expressed in a matrix as:

HT � G/ ¼ ðHÛ � G/̂Þa (14) 

where H and G are geometry-dependent influence coefficient matrices, T and / are, respectively, 
the temperature and corresponding normal gradient vectors for the boundary nodes, Û and /̂ 

are the coefficient matrices related to the radial basis function fjðx, yÞ, and the vector a contains 
the values of ajðtÞ which can be determined through applying Eq. (5) to the boundary nodes and 
collocation points. The following expression can be obtained:

1
a

@T
@t

� �

¼ f a (15) 

where the square matrix f is defined as:

fij ¼ fjðxi, yiÞ (16) 
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Then, the vector a can be given by:

a ¼
1
a

f −1 @T
@t

� �

(17) 

Combining Eqs. (14) and (17), the following expression can be obtained:

HT − G/ ¼ C
@T
@t

� �

(18) 

where the matric C is defined as:

C ¼
1
a
ðHÛ � G/̂Þf −1 (19) 

Approximating the time derivative term by the FDM, Eq. (18) is rewritten as:

HT � G/ ¼ C
Tpþ1 − Tp

Dt
(20) 

where p denotes the future time step, and Dt denotes the time step size.
Between the future time steps p and pþ 1, the difference parameters ht and hq are used for 

the vectors T and / in the form as follows:

T ¼ htTpþ1 þ ð1 − htÞTp (21) 

/ ¼hq/
pþ1 þ ð1 − hqÞ/

p (22) 

Substituting Eqs. (21) and (22) into Eq. (20), the following expression can be derived: [51–54]

ðDthtH − CÞTpþ1 − ðDthqGÞ/pþ1 ¼ Dtðht − 1ÞH − C½ �Tp − Dtðhq − 1ÞG/p (23) 

where the parameters ht and hq usually take a value between 0.5 and 1. Due to its simplicity and 
adequate accuracy [13, 49, 50, 52–54], the purely backward time stepping method (i.e. ht¼hq¼1) 
is applied, and Eq. (23) can be rewritten as:

H −
1
Dt

C
� �

Tpþ1 − G/pþ1 ¼ −
1
Dt

CTp (24) 

The right side of Eq. (24) is known from the future time step p or the initial condition. 
Introducing the boundary conditions of Eqs. (2) and (3) at the future time step pþ 1, carrying 
out the multiplication operation of the left side of Eq. (24), and moving all the unknowns and 
knowns to the left and right sides of the equation, respectively, then the equation can be rear
ranged to be:

A � Xpþ1 ¼ Bpþ1 (25) 

where A is the square matrix containing the columns corresponding to the unknown boundary 
conditions at the future time step pþ 1, Xpþ1 is the vector containing the unknown boundary val
ues of T or @T/@n at the future time step pþ 1, and Bpþ1 is the vector computed from the known 
boundary conditions at the future time step pþ 1 and the known temperature at the future time 
step p or the initial condition.

Through solving Eq. (25), the unknown values of boundary nodes at the future time step pþ 1 
can be determined. Based on it, the temperature at any point inside the domain X can be calcu
lated according to Eq. (8) with c(p) ¼ 1. The temperature distribution in domain X can then be 
determined. Subsequently, the temperature field in the whole domain for the entire time period 
can be obtained.
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3. The inverse problem

3.1. Objective function

For the inverse geometry problem, the inner boundary shape of the furnace is regarded to be 
unknown, while all other parameters in the direct problem are given. Moreover, several tempera
ture measurement points are appropriately located in the furnace wall. The inversion results can 
be obtained by minimizing the following objective function:

min
R

JðRÞ ¼ min
R

XN

i¼1

XW

j¼1
TijðRÞ − T�ij
h i2

(26) 

where TijðRÞ is the calculated temperature of the ith measurement point at future time step tj ¼

jDt0 under an estimated boundary shape through solving the direct problem, Dt0 is the measure
ment time interval, and T�ij is the corresponding measurement temperature that can be simulated 
by the exact temperature obtained from solving the direct problem with the exact boundary shape 
and some random measurement errors. R ¼ ðr1, r2, :::, rMÞ is the geometric parameters vector of 
the unknown boundary to be determined. M, N, and W are separately the numbers of the 
undetermined geometric parameters, measurement points, and future time step.

3.2. Conjugate gradient method

The objective function of Eq. (26) is minimized by CGM as the following iterative process: [10, 
17, 44, 45]

Rkþ1 ¼ Rk − akdk (27) 

where ak is the search step size from step k to kþ 1, and dk is the descent direction defined as:

dk ¼ rJðRkÞ þ bkdk−1 (28) 

where bk is the conjugate coefficient given by:

bk ¼
rJðRkÞrJTðRkÞ

rJðRk−1ÞrJTðRk−1Þ
, with b0 ¼ 0 (29) 

where the gradient rJðRÞ is as follows:

rJ ¼
@J
@r1

,
@J
@r2

, :::,
@J
@rM

� �

(30) 

where each item is expressed as:
@J
@rn
¼ 2

XN

i¼1

XW

j¼1
TijðRÞ − Tij

�
� � @TijðRÞ

@rn
, n ¼ 1, 2, :::, M (31) 

The search step size ak can be obtained by optimizing the function JðRk − akdkÞ, namely

@JðRk − akdkÞ

@ak ¼ 0 (32) 

JðRk − akdkÞ is the implicit function of ak, so the exact search step size is hard to be obtained. 
Then, the first-order Taylor expansion is applied for JðRk − akdkÞ, and the following expression 
can be concluded:

ak ¼

PN
i¼1
PW

j¼1 TijðRkÞ − Tij
�

h i

rTij � dk

PN
i¼1
PW

j¼1 rTij � dk
h i2 (33) 
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where rTij is the sensitivity coefficients vector written as:

rTij ¼
@Tij

@r1
,
@Tij

@r2
, :::,

@Tij

@rM

� �

(34) 

Conventionally, the sensitivity coefficients can be obtained by the FDM approximately, namely

@Tij

@rs
�

Tijðr1, r2, :::, rs þ drs, :::, rMÞ − Tijðr1, r2, :::, rs − drs, :::, rMÞ

2drs
(35) 

where drs is the step size of the geometric parameter rs: The accuracy of FDM is dependent of 
the step size drs: If the step size drs is too large, the obtained results are not accurate enough; if it 
is too small, the results will diverge. Naturally, the determination of step size drs becomes a limit
ing factor for obtaining a stable solution. Furthermore, to obtain the calculated temperature 
Tijðr1, r2, :::, rs þ drs, :::, rMÞ and Tijðr1, r2, :::, rs − drs, :::, rMÞ in Eq. (35), the direct problem is 
required to be solved twice additionally. If the number of inversion parameters is large, it is diffi
cult to adopt the FDM in practical applications due to a huge amount of calculation.

3.3. Evaluation of sensitivity coefficients using CVDM

Lyness and Moler [55] proposed the CVDM in 1967. In the method, the real variable z of a func
tion F(z) is substituted with a complex number z þ ih where h is the step size with a small num
ber. The Taylor expansion of the function F(z þ ih) can be stated as:

Fðz þ ihÞ ¼ FðzÞ þ ih
dF
dz

−
h2

2
d2F
dz2 þ oðh3Þ (36) 

Due to h�z, the first-order derivative of function F(z) can be expressed as:

dF
dz
�

ImðFðz þ ihÞÞ
h

(37) 

where the symbol Im indicates the imaginary part. We can see that by utilizing CVDM, the first- 
order derivative can be obtained by calculating the function only once. This merit is particularly 
competitive when the function is a complex implicit function and the calculation cost is huge.

Table 1. The first-order derivatives F’(z) and relative errors with different h.

h

z ¼ −0.5 z¼ 2.5

FDM CVDM FDM CVDM

Numerical 
result

Relative 
error (%)

Numerical 
result

Relative 
error (%)

Numerical 
result

Relative 
error (%)

Numerical 
result

Relative 
error (%)

1.0E-01 −18.7683847 7.8984471 −16.1745682 7.0132662 −24.1835471 0.0008303 −24.1839231 0.0007245
1.0E-02 −17.4074258 0.0743667 −17.3815698 0.0742781 −24.1837461 0.0000074 −24.1837498 0.0000079
1.0E-03 −17.3946194 0.0007433 −17.3943608 0.0007433 −24.1837479 0.0000000 −24.1837480 0.0000004
1.0E-04 −17.3944914 0.0000075 −17.3944888 0.0000075 −24.1837479 0.0000000 −24.1837479 0.0000000
1.0E-05 −17.3944901 0.0000000 −17.3944901 0.0000000 −24.1837479 0.0000000 −24.1837479 0.0000000
1.0E-06 −17.3944901 0.0000000 −17.3944901 0.0000000 −24.1837479 0.0000000 −24.1837479 0.0000000
1.0E-07 −17.3944901 0.0000000 −17.3944901 0.0000000 −24.1837479 0.0000000 −24.1837479 0.0000000
1.0E-08 −17.3944901 0.0000000 −17.3944901 0.0000000 −24.1837481 0.0000008 −24.1837479 0.0000000
1.0E-09 −17.3944897 0.0000023 −17.3944901 0.0000000 −24.1837451 0.0000116 −24.1837479 0.0000000
1.0E-10 −17.3944921 0.0000115 −17.3944901 0.0000000 −24.1837447 0.0000132 −24.1837479 0.0000000
1.0E-11 −17.3944830 0.0000408 −17.3944901 0.0000000 −24.1836733 0.0003085 −24.1837479 0.0000000
1.0E-12 −17.3940831 0.0023398 −17.3944901 0.0000000 −24.1833177 0.0017789 −24.1837479 0.0000000
1.0E-13 −17.3994119 0.0282952 −17.3944901 0.0000000 −24.1762119 0.0311614 −24.1837479 0.0000000
1.0E-14 −17.3638845 0.1759500 −17.3944901 0.0000000 −24.8689906 2.8334843 −24.1837479 0.0000000
1.0E-15 −17.7635644 2.1217886 −17.3944901 0.0000000 −21.3162773 11.8570149 −24.1837479 0.0000000
1.0E-16 −17.7635642 2.1217874 −17.3944901 0.0000000 0 100.0000000 −24.1837479 0.0000000
1.0E-17�

1.0E-100
0 100.0000000 −17.3944901 0.0000000 0 100.0000000 −24.1837479 0.0000000

8 B. LI ET AL.



To verify the validity of CVDM, a complicated function is taken as:

FðzÞ ¼
sin ð3zÞ
1 − e2z þ ez − 2z3 þ z −

1
z2 (38) 

The analytical solution of the first-order derivative of F(z) is equal to:

F0ðzÞ ¼
2e2z sin ð3zÞ
ð1 − e2zÞ

2 þ
3 cos ð3zÞ

1 − e2z þ ez − 6z2 þ
2
z3 þ 1 (39) 

The exact values of first-order derivatives F0ð−0:5Þ and F0ð2:5Þ are, respectively, −17.3944901 
and −24.1837479 by Eq. (39). The numerical results of FDM and CVDM as well as the relative 
errors compared to the exact results are reported in Table 1. According to Table 1, the first-order 
derivatives can be calculated precisely for the step size h between 10−5 and 10−100 by CVDM. It 
is obvious that the calculation results of CVDM are independent of the step size h, because the 
results are still accurate when h is as small as 10−100. However, the calculation values of FDM 
depend on the step size h, which are accurate only for h between 10−5 and 10−7, and will be 
wrong and meaningless when h is less than 10−17. Therefore, the utilization of CVDM can 
improve the accuracy and efficiency of the calculation of sensitivity coefficients in the iteration 
process.

In this work, the formula for determining the sensitivity coefficients vector in Eq. (34) is as 
follows, and the step size is taken as h¼ 10−10:

@Tij

@rs
�

ImðTijðr1, r2, :::, rs þ ih, :::, rMÞÞ

h
(40) 

3.4. Stopping criterion

For the inverse iterative process without measurement errors, the stopping criterion is taken as 
follows:

JðRÞ ¼
XN

i¼1

XW

j¼1
TijðRÞ − T�ij
h i2

< e (41) 

where e is a specified small positive number.
However, measurement errors always exist in practice applications. Taking into account meas

urement errors, the measurement temperature can be given as:

Tij
� ¼ Texact

ij þrx (42) 

where Texact
ij is the real temperature of the ith measurement point at time tj, which is obtained 

through solving the direct problem with the real boundary shape. x is a random variable that 
adheres to a normal distribution with zero mean and unit standard deviation within (−2.576, 
2.576). Additionally, r is the standard deviation of measurement error. The stopping criterion e 
can be expressed as:

e ¼
XN

i¼1

XW

j¼1
r2 ¼ NWr2 (43) 

Thus, the stopping criterion can be determined by Eqs. (41) and (43).

3.5. Procedure of inverse calculation

The procedure of inverse calculation for estimating the boundary shape is stated as follows:
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Step 1. Set the initial guess values for the unknown geometric parameters R0. Use constant ele
ments to discretize the geometry boundary. Take the iterative step index k¼ 0.

Step 2. Solve the direct problem of transient heat conduction using the DRBEM to determine the 
computed temperature Tij(Rk) at measurement points.

Step 3. Compute the objective function JðRkÞ: Check whether the stopping criteria is met. If it is 
achieved, stop the calculation. Otherwise, go on.

Step 4. Calculate the sensitivity coefficients vector rTij by CVDM. Calculate the gradient rJðRkÞ

and conjugate coefficient bk, respectively. Then calculate the descent direction dk:

Step 5. Calculate the search step size ak, and next calculate the unknown geometric parameters 
Rkþ1 of the iteration step kþ 1.

Step 6. Update step k by kþ 1, and go back to Step 2.

Figure 2 shows the calculation flowchart of CGM for boundary identification.

4. Results and discussion

To study the accuracy of inversion results, the maximum relative error (MRE) and average rela
tive error (ARE) between the real and identified geometry shapes are, respectively, written as:

MRE ¼ max
ri − r�i

r�i

�
�
�
�

�
�
�
�� 100%, i ¼ 1, 2, :::, M (44) 

ARE ¼
1
M

XM

i¼1

ri − r�i
r�i

�
�
�
�

�
�
�
�� 100% (45) 

where ri and r�i are the estimated and exact geometric parameters, respectively.
In the following numerical examples, the thermal diffusivity is taken to be unity. The bounda

ries Cin and Cout of the furnace wall are all discretized by 30 constant elements, while the radius 
of boundary Cout is rout ¼ 1.0 m. The number of undetermined geometric parameters is M¼ 30, 

Figure 2. The flowchart of CGM for boundary identification.
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the initial temperature condition is T0¼30 �C, and the temperature of boundary Cout is Tout 
¼ 30 �C.

4.1. The influence factors for solving the direct problem

Consider that the inner boundary shape of the furnace is an eccentric circle given as:

ðx − 0:05Þ2 þ ðy − 0:1Þ2 ¼ 0:62 (46) 

The inner boundary temperature is chosen to be Tin ¼ 30þ 16 sin ðpt=4Þ � e−0:02t , and the 
time step size is taken as Dt¼ 0.5s. It is hard to find the analytical solution to this problem for 
the temperature distribution. To test the accuracy of the DRBEM, the results from using the FEM 
in NX12.0 software are taken as the reference values. In the FEM model, the problem domain is 
discretized by 324 quadrilateral elements as shown in Figure 3. In addition, the effect of different 
radial-basis functions (case 1: f¼ 1þr, case 2: f¼ 1þrþ r2, and case 3: f ¼ r2lnr) for the DRBEM 
is also investigated. The temperatures of some points are reported in Table 2. According to Table 
2, it can be seen that the results obtained by the DRBEM and FEM agree well with each other, 
and different radial-basis functions have little influence on the accuracy of the DRBEM in this 
example. This indicates that the DRBEM is a highly accurate method for solving the transient 
heat conduction problem. Moreover, the radial-basis function f¼ 1 þ r has a simple form and is 
widely used because of its high numerical accuracy and efficiency [56]. Therefore, this form is 
chosen as the radial-basis function for the following numerical calculations in this study.

In order to investigate the effect of the number of internal collocation points, the numbers of 
L¼ 12, 24, and 36 are considered. When the number is L¼ 12, the internal collocation points are 
evenly arranged at rðhÞ¼ 0.95 m in the domain X; when L¼ 24, evenly arranged at rðhÞ¼ 0.95 m 
and 0.90 m; when L¼ 36, evenly arranged at rðhÞ¼ 0.95 m, 0.90 m, and 0.85 m. The temperature 
evolution over time at point (0.95 m, 0) with different numbers of internal collocation points are 
shown in Figure 4. From the results, it can be seen that the number of internal collocation points 
varying from L¼ 12 to 36 has little effect on the calculated transient temperatures in the furnace 
wall. In the subsequent numerical examples, L¼ 36 internal collocation points uniformly distrib
uted at rðhÞ¼ 0.95 m, 0.90 m, and 0.85 m are used.

The time step sizes are, respectively, set to be Dt¼ 0.25 s, 0.5 s, and 2.5 s to simulate the tem
perature evolution over time. The results at point (0, 0.95 m) with different time step sizes are 
shown in Figure 5. It is clear that the calculated results for Dt¼ 0.25 s and 0.5 s are almost the 

Figure 3. The computational mesh of FEM in the furnace wall.
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same, while those for Dt ¼ 2.5 s deviate slightly from the formers. The time step size is chosen as 
Dt ¼ 0.5 s in the following inverse estimation of this article.

4.2. Comparison with the conventional CGM

Consider that the inner boundary shape of the furnace is expressed as:

r�inðhÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ð0:1 sin hþ 0:4Þ2 þ ð0:1 cos hþ 0:45Þ2
q

(47) 

The inner boundary temperature is chosen to be Tin ¼ 30þ 15te−0:1t: The initial guess is r0 ¼

0.8 m, the measurement error is r ¼ 0.3 �C, and the measurement time interval is taken as 
Dt0 ¼ 3 s. The future time step is W¼ 4, and N¼ 12 measurement points are evenly located in 
the domain X along rðhÞ ¼ 0:90m: Thus, there are 48 measurement temperatures, numbered 
from 1 to 48.

Figure 4. The temperature evolution over time at point (0.95 m, 0) with different numbers of internal collocation points.

Figure 5. The temperature evolution over time at point (0, 0.95 m) with different time step sizes.
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Different values of step size (h¼ 10−3, 10−5, 10−10, and 10−15) are used to calculate the sensi
tivity coefficients for the present CGM and the conventional CGM. In the present CGM, the sen
sitivity coefficients are calculated by the CVDM corresponding to Eq. (40). While in the 
conventional CGM, they are calculated by the FDM corresponding to Eq. (35). The estimated 
results are presented in Figure 6, with the corresponding relative errors reported in Table 3. 
According to the results, the present CGM can obtain accurate results no matter how the step 
size h is chosen, and the precision of the results with different step sizes h is exactly the same. In 
the conventional CGM, when h¼ 10−3 and 10−5, the estimated results are in good agreement 
with those of the present CGM. Meanwhile, as h decreases to 10−10, the inversion accuracy 
decreases significantly, and when h is 10−15, the results are divergent. Obviously, we can see that 
the present CGM is independent of the step size h. Nevertheless, the conventional CGM is 
strongly influenced by the step size h, and the results will diverge when the value of h is small. 
To find the reason for the low accuracy or even divergence of the estimated results in the con
ventional CGM, we calculate the sensitivity coefficients of the 48 measurement temperatures to 
the first geometric parameter r1 at the first iteration, as shown in Table 4. From Table 4, it can 
be seen that the sensitivity coefficients for the present CGM with different step sizes h are the 
same, which indicates that the sensitivity coefficients are calculated exactly. However, as the step 
size h decreases, the calculation of the sensitivity coefficients for the conventional CGM is not 
accurate enough or even incorrect, resulting in poor accuracy or even divergence of the results.

Additionally, in the present CGM, the number of iterations is low and the calculation time is 
less than 5 min by using the PC with an Intel Core i5-5200U processor and 8 GB memory. 
During each iteration in the inverse process, the computation time of the conventional CGM is 
approximately twice as long as that of the present CGM, due to the fact that the FDM requires 
solving the direct problem in Eq. (35) twice. Therefore, the findings above indicate that the pre
sent CGM is more stable and efficient than the conventional CGM.

Figure 6. Inversion solutions with different step sizes h for the calculation of sensitivity coefficients (r¼ 0.3 �C).

Table 3. Relative errors with different step sizes h for the calculation of sensitivity coefficients.

Optimization method Step size h
Number of  
iterations

Maximum relative  
error (%)

Average relative  
error (%)

The present CGM 10−3, 10−5, 10−10, and 10−15 4 7.19 3.25
The conventional CGM 10−3 4 7.19 3.25

10−5 4 7.21 3.25
10−10 17 20.57 6.63
10−15 Divergence Divergence Divergence
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4.3. The effect of the measurement time interval

Suppose that the inner geometry boundary of the furnace is given by:

r�inðhÞ ¼ 0:6þ 0:1 sin ðh − 45�Þ (48) 

The inner boundary temperature is imposed as Tin ¼ 20þ 10 cos ðpt=2Þ � e−0:01t: The future 
time step is W¼ 4, the measurement error is r¼ 0.1 �C, and the initial guess is r0 ¼ 0.4 m. The 
N¼ 12 measurement points are located in the domain X along rðhÞ ¼ 0:95m homogeneously. 
The measurement time intervals are, respectively, chosen as Dt0¼ 3 s, 5s, and 7s to survey the 

Table 4. The sensitivity coefficients of the 48 measurement temperatures to the first geometric parameter r1.

No. of 
Measurement  
temperature

The present CGM The conventional CGM

h¼ 10−3, 10−5, 10−10, and 10−15 h¼ 10−3 h¼ 10−5 h¼ 10−10 h¼ 10−15

1 4.824Eþ 01 4.824Eþ 01 4.824Eþ 01 5.165Eþ 01 4.263Eþ 01
2 6.274E−02 6.289E−02 6.727E−02 3.727Eþ 00 7.105Eþ 00
3 −1.401E−03 −1.236E−03 4.231E−03 4.155Eþ 00 1.421Eþ 01
4 4.103E−03 4.276E−03 1.021E−02 4.143Eþ 00 −1.421Eþ 01
5 8.096E−03 8.279E−03 1.449E−02 4.208Eþ 00 −1.421Eþ 01
6 1.301E−02 1.320E−02 1.932E−02 4.274Eþ 00 −2.132Eþ 01
7 1.533E−02 1.553E−02 2.161E−02 4.408Eþ 00 3.908Eþ 01
8 1.301E−02 1.320E−02 1.932E−02 4.281Eþ 00 2.487Eþ 01
9 8.096E−03 8.279E−03 1.449E−02 4.221Eþ 00 −1.066Eþ 01
10 4.103E−03 4.276E−03 1.021E−02 4.171Eþ 00 −1.776Eþ 01
11 −1.401E−03 −1.236E−03 4.231E−03 4.172Eþ 00 2.132Eþ 01
12 6.274E−02 6.289E−02 6.727E−02 3.740Eþ 00 1.776Eþ 01
13 7.114Eþ 01 7.114Eþ 01 7.114Eþ 01 7.262Eþ 01 8.171Eþ 01
14 9.785E−02 9.792E−02 9.982E−02 1.690Eþ 00 −1.066Eþ 01
15 2.690E−03 2.762E−03 5.132E−03 1.808Eþ 00 1.421Eþ 01
16 4.477E−03 4.552E−03 7.126E−03 1.803Eþ 00 1.776Eþ 01
17 6.785E−03 6.865E−03 9.558E−03 1.832Eþ 00 1.421Eþ 01
18 8.360E−03 8.443E−03 1.110E−02 1.859Eþ 00 −7.105Eþ 00
19 9.933E−03 1.002E−02 1.266E−02 1.919Eþ 00 −2.132Eþ 01
20 8.360E−03 8.443E−03 1.110E−02 1.862Eþ 00 2.132Eþ 01
21 6.785E−03 6.865E−03 9.558E−03 1.837Eþ 00 2.132Eþ 01
22 4.477E−03 4.552E−03 7.126E−03 1.815Eþ 00 −1.421Eþ 01
23 2.690E−03 2.762E−03 5.132E−03 1.816Eþ 00 4.619Eþ 01
24 9.785E−02 9.792E−02 9.982E−02 1.696Eþ 00 −1.066Eþ 01
25 7.893Eþ 01 7.893Eþ 01 7.893Eþ 01 7.925Eþ 01 5.329Eþ 01
26 1.106E−01 1.106E−01 1.110E−01 4.581E−01 1.421Eþ 01
27 4.754E−03 4.770E−03 5.281E−03 3.996E−01 2.132Eþ 01
28 4.382E−03 4.398E−03 4.953E−03 3.969E−01 −3.553Eþ 00
29 5.610E−03 5.628E−03 6.209E−03 4.046E−01 −1.776Eþ 01
30 5.248E−03 5.266E−03 5.838E−03 4.090E−01 −3.197Eþ 01
31 6.305E−03 6.323E−03 6.892E−03 4.233E−01 2.487Eþ 01
32 5.248E−03 5.266E−03 5.838E−03 4.102E−01 2.132Eþ 01
33 5.610E−03 5.628E−03 6.209E−03 4.057E−01 2.132Eþ 01
34 4.382E−03 4.398E−03 4.953E−03 3.996E−01 1.066Eþ 01
35 4.754E−03 4.770E−03 5.281E−03 4.015E−01 2.132Eþ 01
36 1.106E−01 1.106E−01 1.110E−01 4.595E−01 −1.776Eþ 01
37 7.789Eþ 01 7.789Eþ 01 7.789Eþ 01 7.756Eþ 01 5.329Eþ 01
38 1.101E−01 1.101E−01 1.097E−01 −2.482E−01 −1.421Eþ 01
39 5.567E−03 5.551E−03 5.008E−03 −4.004E−01 3.553Eþ 00
40 4.035E−03 4.018E−03 3.428E−03 −4.014E−01 −7.105Eþ 00
41 4.588E−03 4.570E−03 3.953E−03 −4.060E−01 1.066Eþ 01
42 3.188E−03 3.169E−03 2.559E−03 −4.140E−01 −2.842Eþ 01
43 3.890E−03 3.870E−03 3.266E−03 −4.253E−01 3.553Eþ 00
44 3.188E−03 3.169E−03 2.559E−03 −4.147E−01 −3.553Eþ 00
45 4.588E−03 4.570E−03 3.953E−03 −4.072E−01 −1.066Eþ 01
46 4.035E−03 4.018E−03 3.428E−03 −4.039E−01 −1.421Eþ 01
47 5.567E−03 5.551E−03 5.008E−03 −4.026E−01 5.684Eþ 01
48 1.101E−01 1.101E−01 1.097E−01 −2.494E−01 −7.105Eþ 00
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influence on the results. The inversion results of the unknown boundary shape are presented in 
Figure 7, with the corresponding relative errors reported in Table 5. According to the above 
results, the proposed method can obtain accurate results no matter how the measurement time 
intervals are chosen. In the following examples, the measurement time interval is taken as 
Dt0¼ 3 s.

4.4. The effect of the future time step

The unknown geometry boundary of the furnace is assumed as follows:

ðx − 0:1Þ2 þ y2 ¼ 0:652 (49) 

The inner boundary temperature is given by Tin ¼ 30þ 12ðxþ yÞ sin ðpt=2Þ � e−0:05t: The 
N¼ 12 measurement points are located in the domain X along rðhÞ ¼ 0:90m uniformly, the 
measurement error is r ¼ 0.2 �C, and the initial guess is r0 ¼ 0.8 m. The future time steps are 
taken to be W¼ 4, 8, and 12 to investigate the effect on the inversion results. The inversion 
results of the unknown geometry boundary are presented in Figure 8, with the corresponding 
relative errors reported in Table 6. Based on the results, we can see that the accuracy of the inver
sion results can be slightly improved with the increase of the future time step. Moreover, the 
inversion results are all satisfactory for different future time steps, which indicate that the pro
posed approach reduces the dependence of inversion results on the future time step and is suit
able for appropriately shortening the measurement time span. In the following cases, the future 
time step is taken as W¼ 4.

Figure 7. Inversion solutions with different measurement time intervals (r¼ 0.1 �C).

Table 5. Relative errors with different measurement time intervals.

Measurement time interval Dt0 (s) Number of iterations Maximum relative error (%) Average relative error (%)

3 5 4.07 1.09
5 5 4.31 1.24
7 5 4.02 0.92
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4.5. The effect of the initial guess

The unknown geometry boundary of the furnace is assumed as an ellipse:

x2

0:42 þ
y2

0:62 ¼ 1 (50) 

In this example, the inner boundary temperature is assumed as Tin ¼ 30þ ðt þ t2Þe−0:1t , the 
measurement error is r ¼ 0, and the N¼ 12 measurement points are arranged along rðhÞ ¼
0:85m homogeneously. The initial guesses are set to be r0 ¼ 0.2 m, 0.4 m, and 0.6 m, respect
ively. The inversion results are shown in Figure 9, while the corresponding relative errors are pre
sented in Table 7. It is clear that the inversion results are satisfactory, even for the initial guess 
deviating greatly from the actual shape.

Next, the measurement error is taken as r ¼ 0.3 �C, and the other parameters in the inversion 
process are the same as r ¼ 0. The results are reported in Figure 10 and Table 7. We can see 
that the inversion results are slightly worse than those for r ¼ 0, but they are still accurate 
enough in practical applications.

From the above results, it can be concluded that the proposed approach in this article is 
insensitive to the initial guess, regardless of the presence or absence of measurement errors.

4.6. The effect of the measurement error

The inner geometry boundary of the furnace is assumed to be as follows:

r�inðhÞ ¼ 0:6þ 0:1 cos ð2h − 45�Þ (51) 

The inner boundary temperature is specified as Tin ¼ 30þ 10te−0:1t: The N¼ 12 measurement 
points are distributed along rðhÞ ¼ 0:90m regularly, and the initial guess is r0 ¼ 0.8 m. The meas
urement errors are respectively chosen to be r¼ 0, 0.1 �C, 0.3 �C, and 0.5 �C. Figure 11 and 

Figure 8. Inversion solutions with different future time steps (r¼ 0.2 �C).

Table 6. Relative errors with different future time steps.

Future time step W Number of iterations Maximum relative error (%) Average relative error (%)

4 4 8.56 3.20
8 4 7.77 3.07
12 4 6.79 2.98
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Table 8 show the effect of the measurement error on the inversion results. From the results, it 
can be seen that the estimated geometry boundary fits well with the real shape for r ¼ 0. When 
measurement errors exist, the estimated geometry boundary will deviate slightly from the real 
shape, the degree of deviation depending on the size of the measurement error. The relative 
errors of the inversion results increase with the measurement error increasing from 0 to 0.5 �C. 
Moreover, the inversion results remain acceptable even for a large measurement error r ¼ 0.5 �C.

4.7. The effect of the number of measurement points

Consider that the inner geometry boundary of the furnace is expressed as follows:

r�inðhÞ ¼
0:5þ 0:2h=180; 0� � h � 180�
0:9 − 0:2h=180; 180� � h � 360�

�

(52) 

The inner boundary temperature is set as Tin ¼ 30ð1þ tÞe−0:2t , the initial guess is r0 ¼ 0.7 m, 
and the measurement error is r ¼ 0.3 �C. The numbers of measurement points are chosen to be 
N¼ 12, 24, and 36, respectively. When the number is N¼ 12, the measurement points are uni
formly distributed along rðhÞ ¼ 0:85m; when N¼ 24, uniformly distributed along rðhÞ ¼ 0.85 m 
and 0.90 m; when N¼ 36, uniformly distributed along rðhÞ ¼ 0.85 m, 0.90 m, and 0.95 m. The 
inversion results and corresponding relative errors are presented in Figure 12 and Table 9, 
respectively. From the results, we can see that the accuracy of the inversion results can be 
improved as the number of measurement points increases. Thus, in practical applications where 
the measurement error cannot be reduced significantly, better inversion results can also be 
obtained by increasing the number of measurement points. However, the more measurement 

Figure 9. Inversion solutions with different initial guesses (r¼ 0).

Table 7. Relative errors with different initial guesses.

Measurement error r (�C) Initial guess R0 (m) Number of iterations Maximum relative error (%) Average relative error (%)

0 0.2 15 0.52 0.31
0.4 6 0.73 0.35
0.6 12 0.85 0.44

0.3 0.2 3 7.20 3.15
0.4 2 4.39 2.33
0.6 2 4.81 1.92
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points there are, the less improvement in the inversion results. In this case, the N¼ 12 measure
ment points are enough to get satisfactory results.

4.8. The effect of the position of measurement points

Suppose that the unknown inner boundary shape of the furnace has the expression as follows:

r�inðhÞ ¼ 0:5þ 0:2ðh=180 − 1Þ2 (53) 

Figure 10. Inverse solutions with different initial guesses (r¼ 0.3 �C).

Figure 11. Inverse solutions with different measurement errors.

Table 8. Relative errors with different measurement errors.

Measurement error r (�C) Number of iterations Maximum relative error (%) Average relative error (%)

0 13 1.96 0.97
0.1 5 5.77 2.52
0.3 3 9.79 3.24
0.5 3 11.22 3.71
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The inner boundary temperature is assumed to be Tin ¼ 30þ t: The initial guess is given as 
r0 ¼ 0.4 m, and the measurement error is r ¼ 0.2 �C. The N¼ 12 measurement points are evenly 
spaced along rðhÞ ¼ 0.85 m, 0.90 m, and 0.95 m, respectively. Figure 13 and Table 10 illustrate 

Figure 12. Inversion solutions with various numbers of measurement points (r¼ 0.3 �C).

Table 9. Relative errors with various numbers of measurement points.

Measurement points number N Number of iterations Maximum relative error (%) Average relative error (%)

12 3 7.54 2.68
24 2 7.21 1.84
36 2 7.20 1.84

Figure 13. Inversion solutions with different positions of measurement points (r¼ 0.2 �C).

Table 10. Relative errors with different positions of measurement points.

Measurement points position r(h) (m) Number of iterations Maximum relative error (%) Average relative error (%)

0.85 4 5.59 2.24
0.90 3 7.45 3.79
0.95 3 9.45 4.22
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the inversion results and corresponding relative errors, respectively. From Figure 13 and Table 
10, it can be found that the precision of the inversion results is related to the position of meas
urement points. The relative errors of the results increase as the distance between the measure
ment points and the unknown boundary increases. Therefore, the measurement points should be 
distributed as close as possible to the unknown boundary for better estimation results. 
Furthermore, the unknown geometry boundary can be satisfactorily identified regardless of where 
the measurement points are located.

5. Conclusions

The DRBEM and CGM are combined to estimate the unknown geometry boundary of a furnace 
under transient heat conduction. During the iteration process in CGM, the sensitivity coefficients 
are accurately calculated using CVDM, which is independent of the step size. The accuracy of 
DRBEM in solving the direct problem is examined by the influencing factors of radial-basis func
tion, the number of internal collocation points, and time step size. To test the effectiveness of the 
proposed approach, several typical numerical examples have been considered, in which the inner 
boundary shapes and boundary conditions have different and complex functional forms. The 
numerical results show that the proposed approach is accurate and stable for estimating the 
unknown geometry boundary of the furnace with few iteration steps and a short calculation time. 
This approach is insensitive to the measurement time interval, future time step, initial guess, and 
measurement error. The inversion results become more accurate with the increase in the number 
of measurement points and the decrease in the distance between the measurement points and the 
unknown boundary.
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