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An Improved Algorithm for Complete Coverage
Path Planning Based on Biologically

Inspired Neural Network
Linhui Han , Xiangquan Tan, Qingwen Wu, and Xu Deng

Abstract—Complete coverage path planning (CCPP) requires
the mobile robots to traverse every part of the workspace, which
is one of the major challenges in cleaning robots and many
other robotic systems. The biologically inspired neural network
(BINN) algorithm has been extensively applied in path plan-
ning, recently. In this article, a new CCPP strategy with BINN
is proposed. The planned path of cleaning robot is not only
determined by the dynamic neural activities but also by the distri-
bution of obstacles in the environmental map. By distinguishing
the connectivity between different areas of the environmental
map, and using the proposed path backtracking algorithm, the
improved CCPP algorithm can autonomously plan a collision-free
path and reduce the path repetition ratio. Besides, an improved
dynamic deadlock escape algorithm is presented to select the
optimal escape target point. The simulation results show that
the proposed CCPP algorithm without any templates or learning
procedures is able to generate an orderly path in both known
and unknown environment.

Index Terms—Biologically inspired neural network (BINN),
cleaning robots, complete coverage, path planning.

I. INTRODUCTION

PATH planning is a fundamentally important issue in
mobile robots. Over the last two decades, complete cover-

age path planning (CCPP) has been considered as an important
research issue in the intelligent robotics, which requires the
mobile robots to traverse every part of the workspace. The
goal of the CCPP is to create an optimal coverage path by
reducing the travel time, processing speed, energy consump-
tion, repetition ratio, and the number of turns along the path,
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which reflect the efficiency of CCPP [1], [2]. This task is req-
uisite to many robotic applications, such as indoor cleaning
robots [3], [4], [5], autonomous underwater vehicles [6], [7],
wall-climbing robots [8], structural inspection robots [9], [10],
and rescue robots [11], [12], just to name a few.

Cleaning robots, as the most common indoor mobile robots,
have made a huge commercial success in recent years.
However, numerous cleaning robots on the market still adopt
the random walking method to the path planning problem.
Although the strategy of random walking can cover the whole
free space [13], many researchers are devoted to finding a
more effective method because a random walk process suffers
from time cost and path repetition [14]. The requirements that
cleaning robots should follow are shown below [15].

1) Robot should move through every part of the workspace.
2) Robot should avoid the overlap of the path.
3) Robot should avoid collisions with obstacles.
4) Robot should take simple path (e.g., straight lines or

circles).
5) Robot should avoid deadlocks.
However, it is difficult to satisfy all these conditions in com-

plex environments. The basic CCPP process consists of the
following steps. First, robots use sensors such as lidar to scan
environmental boundaries and obstacles to build an environ-
mental map for path planning. Next, robots begin cleaning
according to the planned path, such as zigzag path [16] and
spiral path [17], to complete the full coverage of the map.
During the cleaning process, robots may be surrounded by the
cleaned path and get trapped in deadlocks. Robots should be
able to escape from deadlocks by using point-to-point path
planning algorithms, such as A* [18], [19] and Dijkstra [20],
which allow the robots to find a new position that have not
been traveled. The robots repeat the above process until the
cleaning robots have passed all positions on the map and
complete the coverage cleaning task.

The CCPP algorithm requires mobile robots to pass through
every position of the workspace, it is necessary to distinguish
movable space and obstacles while establishing the environ-
mental map. The grid-based representation method was first
proposed by Moravec and Elfes [21] to map an indoor envi-
ronment using a sonar ring mounted on mobile robots. In
this representation, obstacles and free space can be repre-
sented by numbers [22], which brings convenience to path
planning and has become an important research method for
many scholars. An approach of utilizing grid representation is
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the spiral-spanning tree coverage (STC) algorithm [23], which
generates the systematic spiral path by following a spanning
tree of the partial grid map. Le et al. [24] proposed a method of
exploiting the Tetris-inspired self-reconfigurable robot hTetro
for optimizing area covering. A novel neural network method
for CCPP with obstacle avoidance of cleaning robots in
nonstationary environments is proposed in [25] and [26].

With the rapid development of artificial intelligence technol-
ogy, artificial intelligence algorithms, such as neural network
algorithm and genetic algorithm, are widely used in CCPP.
However, many artificial neural network algorithms suffer
from the problem of long learning time and low learning effi-
ciency. Yang and Luo [27] proposed a biologically inspired
neural network (BINN) approach for CCPP, and it is a novel
algorithm which can autonomously generate robot path from
the dynamic activity landscape of the neural network and
the previous robot location. Qiu et al. [28] proposed a novel
rolling path planning and heuristic searching approach based
on the BINNs, which improved applicability and effectiveness
in an uncertain environment. Luo and Yang [29] proposed a
neural-dynamics-based algorithm for real-time concurrent map
building and CCPP in unknown environments. Luo et al. [30]
proposed a biologically inspired neural dynamics algorithm
for multirobot coordinated navigation of CCPP. The approach
reduced completion time by sharing complete coverage tasks.
Sun et al. [7] proposed the multi-AUV full coverage discrete
and centralized programming method, which achieved full
coverage of the mission area in the underwater environment. A
CCPP method is proposed for hull inspection robot [31], which
has good applicability to the dynamic workspace by consid-
ering the energy consumption of the maintenance robot when
the direction, distance, and vertical position have changed.

It is convenient to establish the environment maps using the
grid method and the CCPP based on the BINN algorithm can
deal with changing environments without any learning pro-
cedures. However, there are still some shortcomings in the
methods introduced above such as the disorderly coverage
paths, high repetition ratio in complex environment, and being
trapped in deadlocks. In order to make the algorithm can be
applied to the complex real indoor environment, it is necessary
to improve the original path planning method by optimizing
the path selection strategy.

The original algorithm provides a new method for CCPP
and gets proved in unstructured environment [27]. However,
the original model generates new paths by only computing
the data in the neural network, which lacks the considera-
tion of the feature information of the map. In view of the
above issues, this article proposed an improved algorithm of
CCPP based on BINN, which includes new algorithms of real-
time optimization of generated paths and deadlock escape.
The improved algorithm is able to reduce path repetitions
in both known and unknown complex environment, the main
innovations of the proposed algorithm are as follows.

1) In order to reduce the path repetition ratio, the new
area connectivity detection and path backtracking algo-
rithm are proposed. When the mobile robot encounters
an obstacle or covered location, the area connectiv-
ity detection algorithm is executed. If the workspace

(a) (b)

Fig. 1. Correspondence between 2-D environmental map and the neural
network. (a) Discretized grid map of workspace. (b) Neural network.

is detected to be separated by the path of the robot,
the path backtracking algorithm is executed. Instead of
advancing according to the neural activity, the path back-
tracking algorithm will select the backtracking point and
change the robot’s movement direction to another path.
The algorithm can effectively reduce path repetitions and
improve the applicability of the CCPP algorithm in the
complex environment.

2) In order to solve the deadlock problem, a dynamic dead-
lock escape algorithm is proposed. When the mobile
robot is trapped in deadlocks, the robot can dynami-
cally select the optimal escape point by computing 2-D
Euclidean distances and neural activities of the possible
target points. The algorithm can make the robot escape
the deadlock quickly and reduce the path repetitions
during the escape process.

This article is organized as follows. In Section II, the
original model of CCPP based on the BINN algorithm is
presented. In Section III, the improved approaches are intro-
duced, including area connectivity detection and path back-
tracking algorithm and dynamic deadlock escape algorithm.
Simulation results and discussions of path planning in differ-
ent environmental maps are presented in Section IV. Finally,
the conclusion is given in Section V.

II. ORIGINAL MODEL

In this section, the original model of CCPP based on the
BINN algorithm is introduced.

A. Grid Map Building and Neural Network Representation

The objective of the algorithm is to propose a dynamic neu-
ral network architecture that can reflect the feature information
of the environment. The neural activity of the neural network
architecture landscape is used to guide the mobile robot to
choose the appropriate moving direction. For this purpose,
the grid-based representation method is used to build the
environmental map in which free space and obstacle can be
distinguished by different cells. Each cell has two states:
1) free space and 2) obstacle, as shown in Fig. 1(a), the
black cells are obstacles, and the cells in white indicate the
accessible areas.

In the grid map, each cell with its own neural activity is
considered as a neuron, and each neuron has lateral connec-
tions only to neighboring neurons to form a neural network. As
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shown in Fig. 1(b), a 2-D neural network is built on the grid
map, the ith cell and jth cell in Fig. 1(a) correspond to the ith
neuron and jth neuron in Fig. 1(b), respectively. In Fig. 1(b),
the receptive field of the ith neuron is represented by a circle
with radius r, indicating that the neuron responds only to the
stimulus within its receptive field.

B. Model Algorithm

A computational membrane model in a biological neural
system was proposed by Hodgkin and Huxley [32]. In this
model, the dynamics of the membrane voltage Vm is described
by a state equation as

Cm
dVm

dt
= −(

Ep + Vm
)
gp + (ENa − Vm)gNa

− (Ek + Vm)gK (1)

where Cm is the capacitance of membrane, Ek, ENa, and Ep

represent the Nernst potentials for potassium ions, sodium
ions, and passive leak current in the membrane, respectively,
and gk, gNa, and gp are the conductance of potassium, sodium,
and passive channels, respectively. A shunting equation can be
obtained by changing the formulation of (1)

dxi

dt
= −Axi + (B− xi)S

e
i (t)− (D+ xi)S

i
i(t) (2)

where xi is regarded as the neural activity of the ith neuron,
A is the attenuation rate, and B and D represent the upper
and lower bounds of the neural activity. And Se

i and Si
i are

the external excitatory and inhibitory inputs of the neuron.
The shunting (2) was first proposed by Grossberg [33], which
could be applied to visual perception and motor control.

Yang and Luo [27] improved the shunting (2), established a
dynamic neural network structure, and applied it to the CCPP
of the cleaning robot. By defining the appropriate external
inputs, the uncleaned grid, due to its higher neural activity,
can globally attract the robot to automatically travel a smooth
path to clean all the areas. The topologically organized neural
network model is expressed in a 2-D Cartesian space. The
neural activity xi of the ith neuron can be characterized by an
equation as

dxi

dt
= −Axi + (B− xi)

⎛

⎝[Ii]
+ +

k∑

j=1

ωij
[
xj

]+
⎞

⎠

− (D+ xi)[Ii]
− (3)

where xj is the neural activity of the jth neuron, and
k represents the number of neurons which share connec-
tions with the ith neuron in the receptive field. The terms
[Ii]++∑k

j=1 ωij[xj]+ and [Ii]− are the external excitatory and
inhibitory inputs of the neuron. Functions [f ]+ and [f ]− are
defined as [f ]+ = max{f , 0} and [f ]− = max{−f , 0}, respec-
tively. ωij represents the weight of connection between the ith
and jth neurons, which is defined as

ωij =
{ μ
|i−j| , 0 < |i− j| < r
0, |i− j| ≥ r

(4)

where |i−j| represents the Euclidean distance between the neu-
rons i and j in the state space. μ and r are positive constants,

the value of r determines the size of the receptive field of the
nerve connection. As the neural network shown in Fig. 1(b),
where r = 2, the ith neuron has eight external connections
with the neighboring neurons. The external input Ii is defined
as

Ii =
⎧
⎨

⎩

E, if it is an uncovered area
−E, if it is an obstacle area
0, otherwise

(5)

where E and −E are the value of external excitatory input
and inhibitory input. E usually is a very large positive con-
stant which represents the effects of environmental features on
neurons.

In (3), only excitatory signals can be transmitted through the
connection, the shunting equation guarantees that the positive
neural activity can be propagated to the whole state space
through the neural network, but the negative neural activity
can be restricted to the local location. Therefore, in the actual
cleaning process, the uncovered area will globally attract the
cleaning robot by the neural activity, and the obstacles will
locally reject the robot to approach.

For cleaning efficiency, the robot should travel through an
orderly path by having fewer path repetitions and making
fewer turns of moving direction. The current position of robot
is noted by pc, the next position pn is defined as

Pn ⇐ xpn = max
{
xj + cyj

}
, j = 1, 2, . . . , k (6)

where c is a constant. yj is a function describing the turning
of the robot, which can be determined by the robot’s previous
position pp, current position pc, and next position pn. yj can
be defined as

yj = 1− �θj

π
(7)

�θj =
{

�θr, x ≤ π

|�θr − 2π |, x > π
(8)

�θr = |θj − θc| = |atan2
(
ypj − ypc , xpj − xpc

)

− atan2
(
ypc − ypp , xpc − xpp

)| (9)

where �θj ∈ [o, π ] represents the angle change between the
moving directions of the current and next moment. Variable
atan2(ya, xa) ∈ (−π, π ] is a four-quadrant arctangent function.
When the robot arrives the next position, the next position
becomes the new current position. According to the dynamic
neural network, the robot can plan a complete coverage path
with fewer turns by (3) and (6).

The algorithm for CCPP based on BINN does not need
any prior information or manual intervention. In addition, the
neural network is a stable system. By using the Lyapunov
stability theory, Yang and Meng [34] provided a rigorous proof
of the stability and convergence of the neural network model.

III. IMPROVED MODEL AND COMPLETE COVERAGE PATH

PLANNING ALGORITHM

In this section, the improved algorithm for CCPP based
on BINN is proposed. The new area connectivity detection
and path backtracking algorithm is introduced. And a dynamic
deadlock escape algorithm is presented to generate an optimal
escape path from the deadlock.
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(a) (b)

Fig. 2. Disorderly coverage path using the original algorithm. (a) Path without changing direction. (b) Unexpected path.

The following notations are used in this section. And Nx and
Ny represent the discretized size of the Cartesian workspace.

(m, n) The position in the Cartesian workspace, 1 ≤
m ≤ Nx, 1 ≤ n ≤ Ny.

N(m, n) The neuron at position (m, n), 1 ≤ m ≤ Nx,
1 ≤ n ≤ Ny.

f (m, n) The flag that indicates the status of the neuron
at position (m, n).

N (m, n) The set of the discretized workspace,
{(m, n), 1 ≤ m ≤ Nx, 1 ≤ n ≤ Ny}.

x(m, n) The neural activity at position (m, n)

(mp, np) The previous position of the robot.
(mc, nc) The current position of the robot.
(mn, nn) The next position of the robot, decided by (3)

and (6).
θc The current moving direction of the robot,

decided by (mp, np) and (mc, nc).
θn The next moving direction of the robot, decided

by (mc, nc) and (mn, nn).
I(m, n) The external input to neuron N(m, n).
In addition, f (m, n) represents the environmental charac-

teristic of the position (m, n), e.g., if (m, n) is obstacle,
f (m, n) is defined as −1; if (m, n) is the uncleaned area,
f (m, n) = 0; if (m, n) is the cleaned area, f (m, n) = 1. And
t ∈ {t1, t2, . . . , tc} is the time series in the state space, and
(mc(t), nc(t)) represents the position of the robot at time t. The
set of path points at time t is defined as T (t) = {(mc(t), nc(t)),
t ∈ {t1, t2, . . . , tc}}. θc(t) represents the moving direction of the
robot at time t, decided by (mp(t), np(t)) and (mc(t), nc(t)).

A. Area Connectivity Detection and Path Backtracking
Algorithm

The neural network model proposed above can generate
a complete coverage path without prior map information.
However, driven by (3) and (6), the robot will stick to moving
along in the cleaning process, and the movement direction
will change unexpectedly when it encounters the obstacle
because the neural activities of neurons close to the obstacles
are lower than others. The disorderly coverage path is shown
in Fig. 2.

Some scholars [6], [7] normalized the robot’s moving
method by setting templates when the robot approaches the
obstacles, while others [8] optimize the path by changing
the path point selection function. The new area connectivity
detection and path backtracking algorithm is proposed in this
section to choose the appropriate path point.

An important requirement of CCPP is to reduce the path
repetition ratio. In Fig. 2(a), the path of the robot splits the
environmental map into two areas, area P and area Q, the
neural activity landscape is shown in Fig. 3(a). If the robot
turns to the area P, the overlap of path is inevitable when
the robot tries to clean the area Q. This happens frequently
in the whole map. An important concept in topology is path
connected. For two points A and B in topological space X , if
there is a path starting from A and ending at B, then A and
B are referred as path connected, noted by A ∼ B. If any two
points in topological space X are path connected, the space
X is path connected space. If the workspace is always path
connected space during the path planning process, the path
repetition ratio will be zero.

In order to keep the workspace path connected, the robot
will estimate whether area P and area Q are connected by the
connectivity detection algorithm when the robot encounters the
obstacle or cleaned area, which is given in Algorithm 1. As
shown in Fig. 3(a), when areas are disconnected, a “valley”
appears on the landscape of neural activity. If the path is con-
sidered as obstacles, neural activity in area P cannot propagate
to area Q. Therefore, the neural network architecture itself can
be used to detect the connectivity of the area. The complete
pseudocode of the connectivity detection algorithm is shown
in Algorithm 1.

As shown in Fig. 3(b), by setting only one point as the
target in area P, which has a large positive external input,
the positive neural activity can be propagated to the whole
state space through the neural network. But the obstacles
between two areas prevent the neural activity from propagat-
ing to area Q. The output of Algorithm 1 shows that the areas
are not connected, therefore, the path is undesirable. In addi-
tion, Algorithm 1 is only executed when the robot encounters
the obstacle or cleaned area. To reduce the number of calcu-
lations, connectivity detection is performed when the moving
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(a) (b)

Fig. 3. (a) Neural activity landscape when the robot encounters the obstacle. (b) Stable activity landscape of the neural network.

Algorithm 1 Connectivity Detection Algorithm

Input: The neural activities of neural network and robot
path

Output: Logical value of the connectivity L
1. if θc �= θn then // The robot changes moving direction;
2. f (T (t))←−1; // Set the path as obstacles;
3. x(m, n)← 0, ∀1 ≤ m ≤ Nx, 1 ≤ n ≤ Ny;

// Set all the neural activities as zero;
4. I(m, n)← 0, ∀1 ≤ m ≤ Nx, 1 ≤ n ≤ Ny;

// Set all external inputs to neurons as zero;
5. Nw(mc, nc) = {N(m, n)|m ∈ (mc − 1, mc,

mc + 1) and n ∈ (nc − 1, nc, nc + 1)};
// Find the unknown neighboring neurons;

6. if ∃(α1, β1) ∈ Nw(mc, nc), s.t. f (α1, β1) = 0 then
7. I(α1, β1)← E;

// Set external input to one neuron which is not
path point as E;

8. end if
9. for k← 1 to Nx · Ny do

// Update the neural network;
10. calculate the neural activities x(m, n),

∀1 ≤ m ≤ Nx, 1 ≤ n ≤ Ny by (3);
11. end for

// Nx · Ny is the total number of neurons in the neural
network, the neural activities are able to spread to any
available position after Nx · Ny cycles;

12. for i← 2 to 9 do
// set up a loop to get all the unknown neighboring

neurons;
13. get x(αi, βi), (αi, βi) ∈ Nw(mc, nc)

// get the neural activities;
14. if ∃(αi, βi) ∈ Nw(mc, nc), αi �= α1, βi �= β1,

s.t. x(αi, βi) = 0 then
15. L← 0; // Areas P and Q are disconnected;
16. else
17. L← 1; // Areas P and Q are connected;
18. end if
19. end for
20. end if
21. return L

direction is changed. Without considering the cost of comput-
ing time, connectivity detection is required for each step of
robot movement.

The backtracking method is widely used in path planning
to settle accessibility issues. The efficiency of the backtrack-
ing method depends on choosing the appropriate backtracking

point, the path points constitute a complete list of backtracking
points in CCPP. The set of backtracking points is noted as
B(mc(t), nc(t)), where t ∈ {t1, t2, . . . , tc}.

The path in Fig. 2(a) needs to be optimized to keep the
workspace path connected. The robot should change the
moving direction in advance rather than follow a fixed direc-
tion until it encounters an obstacle. In order to generate the
orderly zigzag path, point B in Fig. 2(a) which is the first point
after the movement direction of robot changes is selected to
be the backtracking point. The complete pseudocode of the
path backtracking algorithm is shown in Algorithm 2.

The backtracking point and the new path of the robot are
generated by Algorithm 2. The path is backtracked to the first
position after the movement direction of the robot changes, and
the algorithm guarantees that the robot will make another turn
at the backtracking point. The new path is shown in Fig. 4(a),
which avoids splitting the map into two parts and leads to an
orderly complete coverage path. The activity landscape of the
neural network is shown in Fig. 4(b).

The model based on BINN is able to generate a complete
coverage robot path without any prior information of the envi-
ronment or any learning procedures. On the other hand, it
is difficult to generate the optimal path without the feature
information of the map. The proposed Algorithms 1 and 2
add the feature information of map to the neural network
model by the method of advancing-estimating-backtracking.
Essentially, the proposed algorithms greatly improve the
model’s ability to solve the global path planning problem by
providing the feature information.

In addition, the proposed area connectivity detection and
path backtracking algorithm can also be applied in an unknown
environment. The environmental map is simultaneously built
during the cleaning process in the unknown environment, and
the boundary range of the workspace is known before starting
the path planning. The robot can sense a limited area by its
onboard robot sensors, like Lidar and camera. The range of the
map is determined by the sensing range of the robot sensors,
and the planned path is restricted in the area of the established
part of the map. The shape and size of obstacles can affect the
detection of area connectivity. When the size of the obstacle is
larger than the detection range of the sensor, the robot cannot
distinguish the connectivity of the area. As shown in Fig. 5(a),
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(a) (b)

Fig. 4. Generated path when the robot reaches C(16, 4). (a) New path. (b) Activity landscape of the neural network.

(a) (b)

Fig. 5. Generated path in an unknown environment. (a) Path when the robot reaches A(9, 13). (b) Path when the robot reaches C(7, 3).

the gray area is unknown to the robot, and the areas P and Q
are first detected as disconnected because the sensing range of
the sensor is a circle of radius rs = 6. While the current posi-
tion of the robot is A(9, 13), the original planned path should
be the path from point A(9, 13) to point F(9, 8), but the areas
P and Q are disconnected. To avoid the robot moves back-
ward, the backtracking point cannot be selected as B(9, 18),
so that the robot will change the moving direction at point A. In
Fig. 5(b), when the robot reaches C(7, 3), the local map of the
robot’s forward direction is completely established, the back-
tracking point can be selected as point C(7, 3). Therefore, the
selection of the backtracking points is related to the sensing
range of the sensor and the built map in an unknown envi-
ronment. Such dynamic selection method of the backtracking
points may lead to several overlaps, it is efficient for generating
an orderly path in an unknown environment.

B. Dynamic Deadlock Escape Algorithm

During the CCPP, the robot may be trapped into the dead-
locks by its own path. In the model based on BINN, the
deadlock situation is that the neighboring neurons of the cur-
rent neural N(mc, nc) are either cleaned areas or obstacles. All
the neighboring neurons and the central neuron have equally
small neural activities, the robot may be trapped into several

covered path points because it cannot choose an appropriate
path point by (6). One method to escape the deadlock is wait-
ing for the large neural activity spreading through the neural
network, the robot will be attracted by the uncleaned areas and
escape from the deadlock. But the efficiency of path planning
is low because of the long time waiting.

The proposed dynamic deadlock escape algorithm is based
on the neural network. It shares some common ideas with the
point-to-point path planning algorithm in [34], Yang and Meng
proposed an efficient path planning method based on the neural
network. The pseudocode of the point-to-point path planning
algorithm is shown in Algorithm 3. The robot is attracted by
the target point (mt, nt) with high external input and moves
to the target position automatically. The robot path gener-
ated by the point-to-point path planning algorithm is shown in
Fig. 6.

By computing 2-D Euclidean distances and neural activities,
the proposed Algorithm 4 can provide an appropriate target
point at the first time. The current position of the robot is
noted by (mc, nc), the target position Tn noted by (mt, nt) is
defined as

dcj =
√(

mc − mj
)2 + (

nc − nj
)2

, j = 1, 2, . . . , z (10)

Tn ⇐ xtn = min
{
dcj

}
, j = 1, 2, . . . , z (11)
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Algorithm 2 Path Backtracking Algorithm

Input: The neural activities of neural network, robot
path and logical value of the connectivity L

Output: The new path of robot
1. if L = 0 then // The areas are disconnected;
2. θ̄c ← θc; // Mark the moving direction;
3. while true do
4. calculate the moving direction θc(tc);

// Calculate the moving direction at time tc;
5. if θc(tc) = θ̄c then

// The moving direction does not change;
6. remove (mc(tc), nc(tc)) ∈ T (t);
7. (mn, nn)← (mc(tc), nc(tc));
8. (mc, nc)← (mc(tc−1), nc(tc−1));
9. (mp, np)← (mc(tc−2), nc(tc−2));

// Reset the position of the robot;
10. (mc(tc), nc(tc))← (mc, nc);

// Remove the last path point;
11. else // The moving direction changes;
12. add (mn, nn) ∈ T (t); // Set the next position

of robot at time tc as the last path point;
13. (mc, nc)← (mc(tc), nc(tc));

// Renew the current position of the robot;
14. Break;
15. end if
16. end while // Get the backtracking point;
17. while true do
18. find (m̄n, n̄n) by (3) and (6); // Find the

possible next position of robot and mark it;
19. calculate the possible moving direction θ̄n;
20. if θ̄c = θ̄n then // The robot does not change

the moving direction;
21. I(m̄n, n̄n)← 0; // Set external input

to (m̄n, n̄n) as zero;
22. else
23. (mn, nn)← (m̄n, n̄n);
24. add (mn, nn) ∈ T (t);
25. Break; // Make sure the robot change the

moving direction at the backtracking point;
26. end if
27. end while
28. end if
29. return T (t)

Fig. 6. Path generated by Algorithm 3.

where dcj is the Euclidean distance between the current posi-
tion of robot (mc, nc) and the possible target position (mj, nj),
and z is the total number of uncleaned positions in the map.
The complete pseudocode of the dynamic deadlock escape
algorithm is shown in Algorithm 4.

Algorithm 3 Point-to-Point Path Planning Algorithm

Input: The 2D Cartesian workspace
Output: The path of robot
1. x(m, n)← 0, ∀1 ≤ m ≤ Nx, 1 ≤ n ≤ Ny;

// Set all the neural activities as zero;
2. I(m, n)← 0, ∀1 ≤ m ≤ Nx, 1 ≤ n ≤ Ny;

// Set all external inputs to neurons as zero;
3. f (m, n)← 1, ∀1 ≤ m ≤ Nx, 1 ≤ n ≤ Ny;

// Set all areas as cleaned;
4. I(mt, nt)← E;

// Set external input to target point as E;
5. repeat
6. calculate the neural activities x(m, n),

∀1 ≤ m ≤ Nx, 1 ≤ n ≤ Ny by (3);
7. Nw(mc, nc) = {N(m, n)|m ∈ (mc − 1, mc,

mc + 1) and n ∈ (nc − 1, nc, nc + 1)};
// Find the unknown neighboring neurons;

8. (mn, nn) = arg max
m,n

(x(m, n)) ∈ {Nw|m ∈ (mc − 1,

mc, mc + 1) and n ∈ (nc − 1, nc, nc + 1)};
// Find the next position with maximal neural activity;

9. (mc, nc)← (mn, nn);
// Renew the current position of robot;

10. add (mc, nc) ∈ T (t); // Set the current position of
robot as the last path point;

11. until (mc, nc) = (mt, nt)
12. return T (t)

Algorithm 4 Dynamic Deadlock Escape Algorithm

Input: The neural activities of neural network and robot
path

Output: The path of escape from deadlock
1. repeat
2. calculate dcj by (10);
3. find (mt, nt) by (11); // Find the target point;
4. find (mn, nn) by Algorithm 3; // Find the next position

of robot by point-to-point path planning algorithm;
5. (mc, nc)← (mn, nn);

// Renew the current position of robot;
6. add (mc, nc) ∈ T (t); // Set the current position of

robot as the last path point;
7. until (mc, nc) = (mt, nt)
8. return T (t)

Fig. 7. Path of escape from deadlock.

As shown in Fig. 7, the robot escapes from the deadlock
by Algorithm 4. The robot can dynamically change the posi-
tion of the target point by computing the Euclidean distances
between the current position and the uncleaned positions in
each step. The position of the target point is changed from
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(a) (b)

Fig. 8. CCPP. (a) Generated robot path. (b) Activity landscape of the neural network when the robot reaches A(15, 9).

C(6, 18) to B(5, 12). It is obvious that point B is a better
escape target than point C.

C. Improved CCPP Algorithm

With Algorithms 1–4, the improved CCPP algorithm based
on BINN can plan an orderly path with fewer path repeti-
tions. The pseudocode of the improved CCPP algorithm is
shown in Algorithm 5, and the generated robot path is shown
in Fig. 8(a).

As shown in Fig. 8(a), the neural network has 30×30 topo-
logically organized neurons, the cleaning robot starts from
point S(2, 2). When the robot reaches point A(15, 9) which
is a deadlock point, it is able to escape the deadlock by
the dynamic deadlock escape algorithm and move to point
B(20, 14). The activity landscape of the neural network when
the robot reaches A(15, 9) is shown in Fig. 8(b). The improved
algorithm generates an orderly path which combines the char-
acteristics of zigzag path and spiral path without any templates
or human intervention.

IV. SIMULATION STUDIES AND DISCUSSION

In this section, the proposed algorithm is applied to a known
indoor environment which contains many U-shape obstacles.
The result is compared with classical zigzag path planning
method and shows the effectiveness of the algorithm. The
proposed algorithm is also verified in the completely unknown
environment. By changing the number of backtracking steps,
the algorithm can also generate an orderly path in the unknown
environment. In addition, the proposed algorithm is compared
with Oh et al.’s approach.

A. CCPP in Known Indoor Environment

The proposed CCPP algorithm based on BINN is applied to
a known environment case, which is complicated with many
U-shape obstacles in the workspace. In the simulation, the
neural network has 30 × 30 topologically organized neurons.

Algorithm 5 Improved CCPP Algorithm

Input: The 2D Cartesian workspace
Output: The path of robot and the neural activities
1. x(m, n)← 0, ∀1 ≤ m ≤ Nx, 1 ≤ n ≤ Ny;
2. f (m, n)← 0, ∀1 ≤ m ≤ Nx, 1 ≤ n ≤ Ny;

// Initialization;
3. repeat
4. calculate the neural activities x(m, n),

∀1 ≤ m ≤ Nx, 1 ≤ n ≤ Ny by (3);
5. find (mn, nn) by (6);

// Find the next position of robot;
6. (mc, nc)← (mn, nn);

// Renew the current position of robot;
7. add (mc, nc) ∈ T (t); // Set the current position of

robot as the last path point;
8. I(mc, nc)← 0;

// Set external input to current neuron as zero;;
9. f (mc, nc)← 1;

// Set current position as cleaned;
10. if θc �= θn // The robot encounters the obstacle

or cleaned area;
11. execute Algorithm 1 and Algorithm 2;
12. end if
13. Nw(mc, nc) = {N(m, n)|m ∈ (mc − 1, mc,

mc + 1) and n ∈ (nc − 1, nc, nc + 1)};
14. if �(m, n) ∈ Nw, ∀m ∈ {mc − 1, mc, mc + 1} and

∀n ∈ {nc − 1, nc, nc + 1}, s.t. f (m, m) = 0 then
// Robot is trapped in deadlock.

15. execute Algorithm 4;
16. end if
17. until f (m, n) = 1, ∀1 ≤ m ≤ Nx, 1 ≤ n ≤ Ny;

// Path planning is completed;
18. return T (t), x(m, n)

The parameters of model are set as A = 100, B = 1, D = 1,
μ = 0.8, and r = 2 for the shunting (3); E = 100 for the exter-
nal inputs; and c = 0.1 for the weight of (6). The workspace is
shown in Fig. 9(a), where the cleaning robot starts from point
S(2, 2). The external inputs of uncleaned areas are initially set
as E, after the robot covers a point, the external input of the
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(a) (b)

Fig. 9. CCPP in a known environment. (a) Generated robot path. (b) Activity landscape of the neural network when the robot reaches A(12, 18).

TABLE I
COMPARISON IN TERMS OF COVERAGE, TURNS, AND PATH REPETITION

RATIO USING THE PROPOSED METHOD AND THE ZIGZAG METHOD

corresponding neuron is set to zero. The details are introduced
in Algorithm 5.

The simulation result is shown in Fig. 9(a). And the neu-
ral activity landscape of the neural network when the robot
reaches the point A(12, 18) is shown in Fig. 9(b). The path
generated by the proposed algorithm has the characteristics of
zigzag path and spiral path, the robot tends to move along the
existing path and obstacles. Therefore, in a complex environ-
ment with many obstacles, the path described above is more
orderly than it generated by (3) and (6), which is cluttered
and overlapped. The amount of robot turns and path repeti-
tion ratio of the generated path and the classic zigzag path [4]
are recorded in Table I. The workspace, start point, and other
experimental conditions of the simulations are identical. It
shows that the length of path by the proposed algorithm is
much shorter than the zigzag path, and the proposed algorithm
only has eight more turns.

B. CCPP in Unknown Indoor Environment

The proposed CCPP algorithm is also applied to a com-
pletely unknown indoor environment. In this situation, the
environment is set to be completely unknown to the robot
before the path planning. Unlike the CCPP in a known envi-
ronment, in this case, the robot does have the map information
in the beginning. The proposed CCPP algorithm is capable
of generating an orderly path without the prior information,
but the dynamic selection of the backtracking points in
Algorithm 2 is applied to optimize the generated path.

In the simulation, the robot needs to know the boundary
range of the total area before starting path planning, the neu-
ral network has 30× 30 topologically organized neurons and
the parameters of the model are the same as the above sim-
ulation. The entire workspace is set as uncleaned, when the
sensor detects obstacles, the external inputs of the correspond-
ing neurons are set as −E. The cleaning robot starts from point
S(2, 2).

The simulation result is shown in Fig. 10. As shown in
Fig. 10(a), the gray area is unknown to the robot, when the
robot reaches A(20, 15), the robot is only able to detect a lim-
ited area in a circle of radius rs = 6. The neural activity land-
scape when the robot reaches A(20, 15) is shown in Fig. 10(c),
in which the undetected areas are defined as uncleaned areas.
In Fig. 10(b), due to the different selection of the backtrack-
ing points, the generated path in unknown environment is not
like a zigzag path, but the path repetition ratio is also as low
as 2.40%. The global map of the entire workspace is built
when the robot reaches point B(14, 24). The neural activity
landscape when the robot reaches the last point B(14, 24) is
shown in Fig. 10(d). The result shows that the proposed algo-
rithm can be applied to the unknown environment without any
prior information or manual intervention.

The proposed CCPP algorithm is also compared with a well-
known template-based CCPP model proposed by Oh et al. [35]
using the same workspace. And the other experimental condi-
tions like the start point and the start direction are the same.
The neural network has 13 × 10 topologically and discretely
organized neurons and the parameters of the model are the
same as the above simulation. All the neural activities are
initialized to be zero, and the entire workspace is marked as
uncleaned. The cleaning robot starts from point S(2, 2). First,
the robot autonomously travels along an orderly spiral path.
As shown in Fig. 11(a), when the planning path reaches point
A(7, 7), the workspace is divided into two areas, the robot
will turn to another direction at point B(9, 7). Finally, there
is no overlapped area in the generated path, which is shown
in Fig. 11(b). The amount of robot turns and path repetition
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(a) (b)

(c) (d)

Fig. 10. CCPP in an unknown environment. (a) Built map and generated path when the robot reaches A(20, 15). (b) Generated robot path. (c) Activity
landscape of the neural network when the robot reaches A(20, 15). (d) Activity landscape of the neural network when the robot reaches B(14, 24).

(a) (b)

Fig. 11. CCPP in an unknown environment. (a) Planned path when the robot reaches A(7, 7). (b) Generated robot path.

ratio of the generated path and Oh et al.’s path are recorded in
Table II. It shows that the path length by our proposed algo-
rithm is shorter than Oh et al.’s model, and the number of
turns by the proposed algorithm is also fewer.

C. CCPP in Real Indoor Environments

The proposed CCPP algorithm is also applied to real
indoor environments. Maps I and II from the CASAS smart

home data set [36], which is collected in the smart apart-
ment testbed located on the WSU campus, are grid maps
of the real indoor apartments. In the simulations, the neu-
ral networks have 25 × 40 topologically organized neurons
and the parameters of the model are the same as the above
simulation. To simulate the actual cleaning process in apart-
ments, there are two path planning simulations with different
starting points on each map. The simulation results are shown
in Fig. 12.
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(a) (b)

(c) (d)

Fig. 12. CCPP in real indoor environments. (a) Generated path on map I started at S1(2, 2). (b) Generated path on map I started at S2(14, 35). (c) Generated
path on map II started at S3(2, 2). (d) Generated path on map II started at S4(13, 22).

The generated path on map I is shown in Fig. 12(a) and (b),
the cleaning robot starts from point S1(2, 2) and point
S2(14, 35). Although the planned paths are quite different, the
path repetition ratio of the two simulations is as low as 2.24%
and 2.66%, respectively. And the simulations on map II are
shown in Fig. 12(c) and (d), and the start points are S3(2, 2)

and S4(13, 22). The path repetition ratio of the two simulations
on map II is 2.46% and 2.17%, respectively. The comparison
experiments using the zigzag method [4] are performed under
the same experimental conditions. The coverage ratio and path
repetition ratio of the generated path and the classic zigzag
path are recorded in Table III. It shows that the path repetition
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TABLE II
COMPARISON IN TERMS OF COVERAGE, TURNS, AND PATH REPETITION

RATIO USING THE PROPOSED METHOD AND OH ET AL.‘S METHOD

TABLE III
COMPARISON IN TERMS OF COVERAGE AND PATH REPETITION RATIO

USING THE PROPOSED METHOD AND THE ZIGZAG METHOD

ratio by the proposed algorithm is lower than the zigzag path in
each simulation, which indicates that our proposed algorithm
is more competitive in real indoor environments.

V. CONCLUSION

A CCPP algorithm based on BINN is proposed. In order to
generate an orderly path with fewer path repetitions, the new
area connectivity detection and path backtracking algorithm
and the dynamic deadlock escape algorithm are presented.
Without any templates or global cost functions, the improved
algorithm is applied to both known and unknown environment,
and the results prove its effectiveness. The improved algo-
rithm is applicable in various complex environments. In the
future, some potential studies will be extended. First, the selec-
tion method of backtracking points should be further studied.
Second, the algorithm will be applied to the environment with
moving obstacles, such as pedestrians and vehicles. Third, the
method of optimizing the path by slightly reducing the ratio
of coverage is considered.
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