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Most stereoscopic microscopes used for industrial component detection are large and have low detection effi-
ciencies. The use of mobile phones as imaging systems (rather than conventional sensors) in industrial fields would
make industrial testing more convenient. In this study, an external stereo microscope for mobile phones is designed.
The proposed system can resolve details up to 0.01 mm with an 11 mm object field of view, −6.34× angular mag-
nification, and quantitative 3D feature measurement. The combined system proposed in this paper is suitable
for the microscopic observation of industrial components, with its low cost, high detection efficiency, and short
installation steps. ©2023Optica PublishingGroup
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1. INTRODUCTION

Integrated circuit (IC) packages represent the cutting edge
of packaging technology. To achieve high-level integration,
smaller electronic components have been developed [1,2]. Due
to the increased density of electronic devices on a circuit board,
measuring instruments that can quickly, accurately, and cost-
effectively capture the shape, position, distance, and quantity of
electronic devices are essential for industrial manufacturers.

Conventional microscopes for human eye observation, and
digital stereo microscopes are commonly used for industrial
observation [3,4]. However, these instruments need to be con-
nected to a power supply and fixed on an optical platform to
ensure imaging stability, which results in low detection effi-
ciency of industrial microscopy. Apart from that, microscopes
for human eye observation are limited in terms of 3D feature
recovery due to the parallax effect based on the human eye not
achieving accurate depth measurement.

In terms of high-precision 3D feature recovery technologies
used in industry, structured light illumination is an active 3D
scanning technique that uses a projector and camera pair to pro-
ject and capture a series of stripe patterns [5–8]. However, the
irregular arrangement of electronic chips with different heights
on the circuit board causes obscuration, which further hinders
the measurement. Confocal microscopes [9,10], near-field
scanning optical microscopes [11], and white-light interference
microscopy [12] have the capability to obtain 3D information
with extreme precision. However, high demands on equipment,
including accuracy and stability, make them difficult to be
commercialized. 3D shape recovery from an image focus based

on liquid lenses and zoom objectives can achieve extended depth
of field imaging, but multiple adjustments of the drive voltage
would increase the shooting time [13,14].

Considering portability and detection efficiency, numerous
generations of cellphone-based microscopes have been proposed
and commercialized [15–22]. However, the lack of 3D recovery
capability means these technologies cannot be used in industrial
tests.

Therefore, a microscope system with a quantitative 3D fea-
ture measurement function and remarkable image quality is
necessary for industrial testing. Cost effectiveness, high detec-
tion efficiency, and short shooting times are important factors as
well that ensure the entire system can be commercialized.

In this study, an industrial stereomicroscope based on dual
mobile phone cameras with light weight, remarkable image
quality, and a quantitative 3D feature measurement function is
proposed. Only lighting devices and mobile phones with clear
imaging capability are required in the process of microscopic
observation, which ensures its high adaptability. The proposed
stereomicroscope is cost effective because the optical parts
are composed of commercially available lenses. We verify the
suitability of this system and prove that the technology enables
general-purpose high-detection-efficiency microscopy. The
proposed technology can be applied in industrial 3D inspec-
tion and is expected to fuel the development of IC packaging
technology.
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2. DESIGN METHOD OF THE
STEREOMICROSCOPE BASED ON A
CELLPHONE

Using HUAWEI MATE 20 as an example, this section describes
the design and evaluation process of the stereomicroscope,
including the optimization results of the objective and eye-
piece. A prototype portable stereomicroscope system based on
commercially available lenses is presented.

A. Optical System Design Considerations

The HUAWEI MATE 20 mobile phone consists of three rear
cameras (an ultrawide angle lens, wide angle lens, and 2×
telephoto lens). These cameras can be invoked separately by
adjusting the capture mode of the control panel. A wide angle
lens and 2× telephoto lens are selected as the imaging systems at
the end of the left and right light paths, respectively. This results
in effective object distances ranging from 100 mm to infinity.
The parameters of the HUAWEI MATE 20 built-in cameras are
listed in Table 1 according to the information disclosed at the
HUAWEI press conference [23].

The minimum component size of an industrial chip is
approximately 0.01 mm. The numerical aperture of the
microscope is calculated using the resolution limit formula
[24,25].

σ =
0.61λ

N.A.
, (1)

where σ is the minimum distance that the system can resolve, λ
is the central wavelength, and N.A. is the numerical aperture of
the objective. Considering the parameters of the mobile phone
rear cameras and the minimum details that the entire system
can resolve, the indicators of the proposed system are listed in
Table 2.

Table 1. Parameters of HUAWEI MATE 20 Rear
Cameras

Rear Camera Resolution F -Number

Equivalent
Focal

Length/mm

Wide angle lens 12 MP 1.8 27
2× telephoto lens 8 MP 2.4 52

Rear Camera Shooting Mode D/mm
Actual Focal
Length/mm

Wide angle lens Standard 1.28 2.3
2× telephoto lens Large aperture 1.79 4.3

Table 2. Optical System Indicators

Indicators Value

Wavelength F, d, C (visible)
Entrance pupil diameter 12 mm
Field of view 11 mm
Angular magnification −6.34×
Resolution 0.01 mm

Regarding the limited distance between dual mobile phone
cameras, a stereo microscopy system was designed with a Galileo
structure (see Fig. 1). The object was enlarged into a virtual
image in front of the mobile phone through a secondary magni-
fication of the objective and eyepiece. Then, the built-in cameras
and mobile phone detectors captured the image. The entrance
pupil of the entire system was located on the first surface of the
objective, and the exit pupil was 6 mm behind the eyepiece.
The built-in cameras of the cell phone, which are considered
as paraxial systems, were located at the exit pupil of the entire
system.

B. Optical System Configuration

The microscope objective adopted a doublet as its initial
structure. In the optimization steps, we mainly controlled the
spherical, axial chromatic, and sinusoidal aberrations. The eye-
piece has a short focal length and large field of view. It functions
as secondary imaging equipment. The astigmatism and vertical-
axis chromatic aberration should be corrected. After correcting
the aberrations of the objective lens and eyepiece independently,
aberration compensation should be considered by combining
these. The total length of the system and magnification factor
were considered as the optimal operands to ensure its limited
volume and amplification effect. The optimization results were
replaced with optical components available on the Daheng
Optics online mall [26] (see Table 3).

The reflective prism and flat mirror in the beam splitting
system were replaced by GPH11-010-VIS-02 (with a volume
of 10× 10× 10 mm3 and produced by the Hengyang Optical

Table 3. Optical Components of the Stereo
Microscopy System

Serial Number (annotation) Lens Model

1 (objective) GCL-010603
2 (eyepiece 1) GCL-010203
3 (eyepiece 2) GCL-010169
4 (eyepiece 3) GCL-010102

Fig. 1. Design scheme of stereo microscope based on mobile phone.
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Fig. 2. Simulated light path of stereo microscope based on HUAWEI MATE 20.

Fig. 3. Spot diagram for left light path (wide angle lens).

Fig. 4. Spot diagram for right light path (2× telephoto lens).

Company) [27] and GC-10226 with a 12.7 mm aperture and
produced by Daheng Optics) [26], respectively. The simulated
optical path of the system is illustrated in Fig. 2.

The spot diagram, modulation transfer function (MTF), and
wave aberration map were selected as the comprehensive evalu-
ation indices in the system because these reflect both diffraction
limit resolution and aberration. The spot diagrams of the entire
system in the image plane are shown in Figs. 3 and 4. The scale
bar was measured in micrometers.

As an image quality evaluation criterion [28], the number of
cycles per millimeter that the system can resolve is calculated

using Eq. (2):

εi = εo × 0, (2)

where εi represents the minimum size that the system can
resolve in the image plane. εo is the minimum size that can be
distinguished in the object plane. 0 is the magnification of the
optical system. For samples with a 0.01 mm minimum detail
size, the MTF value at 278 cycles/mm for a wide angle lens and
that at 139 cycles/mm for a 2× telephoto lens at the image plane
were used as the criteria. The simulation results are shown in
Figs. 5 and 6.

The wavefront maps for the two light paths are shown in
Figs. 7 and 8. The root-mean-square wavefront aberrations of
the two light paths were 0.2326 and 0.5134 waves, respectively.
These are close to the Marechal criterion.

C. Optical Mechanical Design

A half-sectional view of the stereomicroscope structure with
mechanical support is shown in Fig. 9. The entire optical
mechanical structure consists of four parts: objective fixing, mir-
ror fixing, lens barrel, and eyepiece group fixing. The objective
was locked through a peg, which was used to fix the position of
the pressure ring in the lens cone. The reflecting prism and plane
mirror in the beam splitting system were fixed using an optical
adhesive. The eyepiece groups were separated by spacers and
locked using a peg placed at the end of the system.

3. EXPERIMENTAL RESULTS

A top view of the left light path prototype of the system is shown
in Fig. 10. The optical parts are composed of commercially
available lenses. The specific models are listed in Table 3. The
mechanical supports were printed using a Company Pro C300
dual-nozzle 3D printer with a printing accuracy of 1 mm
and printing range of 300× 300× 300 mm3 [29]. In the
experimental testing stage, we selected a white-light source to
illuminate the circuit chip and used a three-screw laser tube
holder to fix the entire system. The alignment of the optical axes
between the objective and eyepiece groups was set by adjusting
the six fixing screws.
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Fig. 5. MTF at 278 lp/mm for left light path (wide angle lens).

Fig. 6. MTF at 139 lp/mm for right light path (2× telephoto lens).

Fig. 7. Wavefront aberration for left light path (wide angle lens).

A. Optical Resolution

To analyze the resolving capability of the portable stereo
microscopy system, we used the proposed system to photo-
graph a GCG-020101 resolution board produced by Daheng

Fig. 8. Wavefront aberration for right light path (2× telephoto
lens).

Optics [26]. With a working distance of 100 mm, the built-in
mobile phone cameras could resolve details of approximately
0.025 mm. The resolution boards taken by the left and right
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Fig. 9. Half-section view of the stereo microscope structure.

light paths are shown as images with black and red edges, respec-
tively, in Fig. 11. The optical MTF curves of the corresponding
light paths are shown as broken lines in Fig. 11. Compared with

using a mobile phone alone, the external stereo microscope
improved the resolving capability by 2.5 times to 0.01 mm.

B. Depth Information by Stereoscopic Vision

Figure 12 shows a photograph of the electronic chip captured
only by the built-in cameras of the HUAWEI MATE 20. Here,
details such as the electronic component model cannot be iden-
tified clearly. As shown in Figs. 13(a) and 13(b), the details in
the white circle (Fig. 12) can be identified clearly by placing the
stereo microscope in front of a wide angle lens and 2× telephoto
lens, respectively.

Fig. 10. Top view of the left light path testing structure.

Fig. 11. Curves of modulation transfer function from 40 to 100 line/mm.
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Fig. 12. Electronic chip photographed by the mobile phone built-
in cameras only.

In addition, the proposed technology enables general-
purpose high-detection-efficiency microscopy. We verified the
suitability of this system. When the proposed system worked
with an iPhone 12 built-in camera, it showed good experimental
results (see Fig. 14).

When the front system is used to magnify the sample, the
stereo vision capability of mobile phone binocular cameras
improves. Stereo magnification is one of the parameters used
to evaluate the 3D recovery capability. It is defined as the ratio
between the optical parallax (αequipment) observed by the pro-
posed system and that (αrear camera) observed by two mobile
phone rear cameras only:

5=
αequipment

αrear camera
=

M P
p
, (3)

where M is the angular magnification of the microscope system.
P and p indicate the entry pupil distance after the proposed
system is added to the light path and that before this addi-
tion, respectively. The stereo magnification of the system was
−6.34×.

In the next step, we reconstructed the 3D shape of the circuit
board using 3D reconstruction software [30,31]. The recon-
struction results are shown in Fig. 15. The entire circuit board
was located on approximately the same plane. Shadow bumps
were observed on the DV3 032 chip. These were consistent with
the chip bumps on the actual circuit board.

The reconstructed surface of the DV3 032 chip 3D model is
shown in Fig. 16.

The average height of the DV3 032 chip was calculated as the
ratio of1z to1x :

Zaverage height = X size ·
1z
1x

, (4)

Fig. 13. Electronic chip photographed by the proposed system.
(a) Left light path (wide angle lens light path) (b) Right light path (2×
telephoto lens light path).

Fig. 14. Suitability verification for mobile phone model iPhone 12.
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Fig. 15. 3D reconstruction result of the circuit board.

Fig. 16. Reconstructed surface of the DV3 032 chip.

where Zaverage height indicates the real height of the DV3 032
chip and X size is its length. The ratio of 1x to X size represents
the magnification of the entire optical system. By calculating
Eq. (4), we estimated the real height of the DV3 032 chip to be
approximately 0.45 mm. This is significantly close to 0.39 mm,
which was the real height of the DV3 032 chip.

4. DISCUSSION AND CONCLUSION

Based on the aberration theory, we propose a stereo microscopy
prototype that can be matched with the dual cameras of mobile
phones for photographing industrial chips.

The proposed stereomicroscope has advantages such as light
weight, remarkable image quality, large magnification, low
processing difficulty, and strong practicability compared with
industrial microscopes available on the market (see Table 4)
[26,32,33].

Compared with high-precision 3D feature recovery tech-
nologies such as confocal microscopes [9,10], near-field
scanning optical microscopes [11], and white-light interfer-
ence microscopy [12], the proposed system can realize the 3D
feature recovery of complex surfaces inexpensively and with few
operating procedures.

Compared with recently designed cellphone-based micro-
scopes [17–20], the proposed system can achieve quantitative
3D feature measurement of complex surfaces with small sizes
and depths (generally less than 1 mm). Apart from that, the
proposed system can be adapted in most industrial observation
scenarios because few specialized accessories are required in the
optical path and can be fabricated by most optical and mechani-
cal manufacturers because the tolerances of the system need not
be controlled stringently.

The prototype can be combined with the rear lenses of most
mobile phones available on the market to capture photographs.
It is suitable for the observation and 3D reconstruction of elec-
tronic circuit boards and other devices in the industry. This is
likely to improve the efficiency of the quality inspection and
component selection procedures of the corresponding devices.
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