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Abstract— The precise attitude determination and imagery
positioning is crucial for remote sensing satellites to accomplish
diverse observation missions. However, the complex fluctuations
of environmental conditions result in severe and time-variant
camera misalignment, which degrades the inertial attitude deter-
mination precision of optical payloads greatly and further hinders
the improvement of positioning accuracy. Here, we develop
a high-accuracy real-time attitude determination and imagery
positioning system. With multiple laser sources integrated on the
camera focal plane and a retroreflector reflecting the laser into
a star tracker, the active optical monitoring path between the
camera and the star tracker is constructed and provides the
ability to monitor the camera misalignment. Using a dichroic
mirror, the star tracker can detect the stars and the laser simul-
taneously. Then, the camera attitude determination and imagery
positioning model based on the “star–laser” joint detection is
established, which can precisely monitor the camera misalign-
ment by the laser imaging and determine the inertial camera
attitude combined with the star imaging. The ground simulation
experiment is conducted and the results demonstrate the accuracy
and effectiveness of the proposed method in monitoring the
camera misalignment. Therefore, the proposed method provides
an innovative idea for high-accuracy positioning.

Index Terms— Camera attitude determination, camera mis-
alignment monitoring, geometric positioning, SVGF-1 satellite.
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I. INTRODUCTION

REMOTE sensing technology has been widely used
in multiple fields, such as Earth observation, space

surveillance, and scientific exploration [1], [2]. High-accuracy
imagery positioning is the core goal of remote sensing and
largely depends on the correctness of internal parameters of
camera and the measurement precision of inertial camera
attitude. The inertial camera attitude is calculated by combin-
ing the attitude data from a star tracker and the alignment
matrix between camera and star tracker [3], [4], [5]. The
alignment matrix is the external parameter of the camera and is
calibrated strictly on the ground. However, the vibration during
the satellite launching and the thermal fluctuation during the
on-orbit operation, especially the latter, will cause noticeable
and variable deviation in the alignment matrix, which may
reach dozens of arc seconds [6], [7]. Currently, the attitude
measurement accuracy of star trackers can achieve about 1′′

(1σ) easily [8]. Therefore, camera misalignment is a main
factor to limit the accuracy of imagery positioning, and it
is necessary to monitor the camera alignment on orbit for
high-accuracy imagery positioning.

Most of the traditional methods to determine the camera
alignment are based on the on-orbit geometric calibration with
control points (CPs), such as ground control points (GCPs) and
stars [9], [10], [11]. The calibrated value of the external instal-
lation matrix is used for the image positioning before the next
calibration. The IKONOS satellite was the first commercial
remote sensing satellite with 1m resolution. It used a set of
independent images of the knife-edge targets for the external
calibration, and the stereo positioning accuracy without GCPs
was 7.9m (CE90) in horizontal and 7.6m (LE90) in elevation
[12], [13]. For the ZiYuan-3 satellite, the abundant GCPs
were calibrated by matching the images with the reference
data from digital orthophoto map (DOM). Combining with
the attitude data of the satellite, the camera alignment was
calibrated. Then, the uncontrolled positioning accuracy was
about 10m (RMSE) [4], [14]. Xing et al. [15] used the stars
as the CPs for conducting the external calibration with the
Jilin-1 SP07. The error of the external parameters was within
±1.4′′. These calibration-based methods can provide reliable
and accurate external installation. However, the calibrated
external parameters can only demonstrate the status of the
remote sensing camera at the calibration time rather than
during the observation process.

Hence, the fit-based methods for analyzing the camera mis-
alignment trends were studied by some scholars. By gathering
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the statistics of the external parameters, the fitting model
of the external parameters changing trend is established for
extrapolation. Takaku and Tadono [16] developed an alignment
changing trend model for predicting the camera misalignment
of ALOS satellites. Linear models were applied for the long-
term change, and second-degree Fourier series were applied
for the short-term change [16]. Li et al. [17] proposed to use
the third-order Fourier series to fit the change of positioning
error in each cycle of the orbit. Through the linear combination
of the Fourier series fitting models of three consecutive orbits,
the error of next orbital period was extrapolated. These meth-
ods can effectively correct the error of the external installation
matrix throughout the entire process of satellite operation, but
they can hardly realize the high-accuracy determination of the
camera alignment due to the complexity of the actual situation.

Furthermore, the bundle block adjustment was used to esti-
mate the external parameters and to actualize the photogram-
metry without GCPs. Wang and Wang [19] developed the
equivalent frame photo (EFP) multifunctional bundle adjust-
ment technique for the three-line CCD cameras in Tianhui-1
satellite. The technique added the compensation term of the
error of external parameters in the bundle adjustment for
estimating and correcting the external parameters. The method
can realize the high-accuracy determination of the external
installation matrix between camera and star trackers [18], [19],
[20]. However, the method is based on the intersection of
three-line CCD cameras. The algorithm is very complex and
the computational cost is high.

The above methods have their own shortcomings and are
hard to actualize the high-accuracy real-time determination of
attitude and position. The main obstacle is that it is hard to
monitor the camera alignment matrix precisely because the
only way for coupling with camera and star tracker is the
mechanical fixation. Recently, the methods to directly monitor
the inertial attitude of the payloads were developed. The Ice,
Cloud and land Elevation Satellite-2 (ICESat-2) equipped with
a laser payload and used a laser reference system (LRS) for
realizing the joint imaging of the laser and the stars on a back-
to-back detector [21], [22]. Hence, the outgoing laser pointing
vector in inertial space was determined accurately. Actually,
compared with the laser payload, the remote sensing camera
can only passively receive rather than actively transmit optical
signals, which limits the application of method in remote
sensing satellites. However, the real-time monitoring of camera
misalignment and high-accuracy determination of attitude and
position are desired by some satellite users, such as Shanghai
Academy of Spaceflight Technology (SAST).

The SVGF-1 satellite is a commercial remote sensing satel-
lite developed by SAST and is scheduled to be launched in
2024. The satellite is equipped with a high-resolution camera
and high-accuracy star trackers. The main characteristics of
the camera and star trackers are shown in Table I. The
camera on board consists of a panchromatic sensor with a
spatial resolution of 0.25m and a multispectral sensor with
1m resolution. The high-accuracy star trackers on board are
characterized by excellent dynamic performance, high update
rate, and high precision. These devices will devote effort
to realize the high-accuracy determination of accuracy and
position. However, as mentioned above, the misalignment

TABLE I
MAIN CHARACTERISTICS OF CAMERA AND STAR TRACKERS IN SVGF-1

between camera and star trackers mainly leads to positioning
errors and we can only make very limited efforts to monitor
the misalignment.

Inspired by the method used in ICESat-2, we develop a
high-accuracy real-time determination system of attitude and
position (DSAP) for SVGF-1 in this article. The concept of the
system is to add an active fiducial optical path to couple the
camera and the star tracker for realizing the monitoring of
the camera misalignment. First, the theory and design of the
high-accuracy real-time determination system of attitude and
position are introduced in Section II, and then, the camera
attitude determination and imagery positioning model based
on the “star–laser” joint detection is established in Section III.
Finally, a ground verification experiment platform is elabo-
rated and the experimental results demonstrate the accuracy
and effectiveness of the proposed method in Sections IV
and V, respectively.

II. HIGH-ACCURACY REAL-TIME DETERMINATION
SYSTEM OF ATTITUDE AND POSITION

A. Imagery Positioning Geometric Model

The core goal of satellite-based remote sensing is to realize
the high-accuracy imagery positioning. The strict imaging
geometric model is the basis for imagery positioning, as shown
in Fig. 1(a). The imagery positioning geometric model of
SVGF-1 is established as follows: X

Y
Z


WGS84

=

 X S

YS

ZS


WGS84

+ m RWGS84
J2000 R J2000

star RU Rstar
cam

 X − X0 − 1X
Y − Y0 − 1Y

− fcam


(1)

where [ X Y Z ]
′

WGS84 denotes the position vector of an
observed target in the WGS84 geocentric coordinate system.
The goal of remote sensing is to determine [ X Y Z ]

′

WGS84
accurately. [ X S YS ZS ]

′

WGS84 is the position vector of the
remote sensing satellite in the WGS84 system, which can be
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Fig. 1. (a) Diagram of the imagery positioning geometric model. OEarth-XWGS84YWGS84 ZWGS84 is the WGS84 geocentric coordinate system.
OEarth-X J2000YJ2000 Z J2000 is the J2000 coordinate system. Os -sYs Zs is the coordinate system of star tracker. Oc-XcYc Zc is the coordinate system of
camera. (b) The illustration of the DSAP. (c) Diagram and image frame of the SLT. The red spots denote the laser imagery, and the green markers indicate
the star imagery. (d) Experimental result of monitoring misalignment angle through the proposed system and method. The blue line indicates the monitoring
misalignment angle, and the red dashed line denotes the reference misalignment angle.

obtained by the global positioning system (GPS). Generally,
the accuracy of the satellite position is very high and can
reach the centimeter level. m is the scaling factor. RWGS84

J2000
indicates the transformation matrix from the J2000 coordinate
system to the WGS84 system. R J2000

star represents the transfor-
mation matrix from the star tracker to the J2000 system, which
can be measured by the star tracker. Currently, even commer-
cial star trackers can achieve an accuracy of 1′′. Rstar

cam is the
alignment matrix between the remote sensing camera and the
star tracker, which is calibrated strictly before the launching of
satellite. (X, Y ) denotes the image coordinates of the observed
target in the camera imaging coordinate system. (X0, Y0) is
the coordinate of the principal point, and fcam is the focal
length of the camera. (1X, 1Y ) indicates the deviation of
target coordinates caused by the internal distortion, which will
be calibrated strictly based on the geometric positioning field.

RU is the misalignment matrix between the camera and the
star tracker. The changing trend of RU is time-variant and
complex due to the fluctuations of environmental conditions,
especially the thermal environment. It is hard for satellites to
monitor the change of RU , and the errors of RU mainly lead to
severe positioning errors for the SVGF-1. Therefore, the DSAP
is established and an additional measurement optical path is
added between the camera and the star tracker to address this
key problem.

B. DSAP

The concept of the system is to add an active fiducial
optical path to couple camera and star tracker for realizing the

monitoring of camera misalignment. The conceptual diagram
of the DSAP is shown in Fig. 1(b). The DSAP in the SVGF-1
satellite consists of a laser and detector integrated (LDI) focal
plane, a star and laser tracker (SLT), and a retroreflector,
as shown in Fig. 2(a). The LDI focal plane with the remote
sensing camera can not only detect the Earth light for the
observation missions but also simultaneously emit laser light.
The retroreflector is necessary to reflect the collimated laser
light from the camera into the optical system of SLT. The
SLT is used to detect the imagery of the lasers and stars at
the same time, as shown in Fig. 1(c). The imagery of the laser
contains the information of the camera misalignment. When
the camera and the SLT are misaligned, the position of the
laser points will change in response. The SLT can measure
the coordinate changes of the laser points for calculating
the camera misalignment accurately, as shown in Fig. 1(d).
Then, the SLT can also conduct the star image processing for
obtaining the attitude information such as a traditional star
tracker. Combining with the two terms, the camera attitude
in inertial space can be determined accurately. Finally, the
fiducial monitoring optical path between the camera and the
star tracker is constructed. The three main parts of DSAP will
be described next in detail.

1) LDI Focal Plane: The structure of the LDI focal plane in
the SVGF-1 satellite is shown in Fig. 2(b). The focal plane is
composed of the combination of 14 detectors. The focal plane
is designed as an L-shape and the detectors are distributed on
two vertical planes. The reflectors are used for the combination
of detectors. In the LDI focal plane, multiple laser sources are
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Fig. 2. (a) Structural diagram of the DSAP in SVGF-1 satellite. (b) Structural
diagram of the LDI focal plane. The colored squares indicate the detectors,
and the blue cubes denote the reflectors.

also mounted on the focal plane, which means that the laser
light will be collimated into parallel light by the camera’s
optical system. Thus, the LDI focal plane provides the camera
with the capability to actively emit the laser light carrying the
information of camera misalignment.

It is worth noting that the laser light cannot affect the normal
imaging of the camera, especially when the lasers are mounted
at the focal plane of camera. Therefore, the divergence angle
of the lasers is controlled strictly and matches the aperture
angle of the camera. It makes sure that the laser light does
not illuminate the internal structure of camera and results in
the reflected stray light. Moreover, it is inevitable that the laser
luminescence will generate heat and cause the thermal-induced
displacement of laser sources. Fortunately, the focal length of
the camera is 280 times that of the SLT in our work, which
means that the displacement of laser on the SLT detector will
be reduced by 280 times. Meanwhile, the support of the laser is
made of a material with low linear expansion coefficient and
the thermal control system strictly controls the temperature
fluctuation of the focal plane. Thus, it is reasonable to ignore
the influence of the thermal-induced displacement of laser
sources.

As shown in Fig. 2(b), the multiple laser sources should
not be in close proximity to each other. In the DSAP, the laser
will be detected by the SLT. Generally, the focal length of
the camera is much longer than that of the SLT, which means

that the close installation of laser sources will cause the laser
spots in the SLT frame to be too near to distinguish each
other.

2) Retroreflector: Generally, the remote sensing camera and
star trackers are mounted in opposite directions, with the
camera pointing to the nadir and the star trackers pointing
to the zenith. The retroreflector can reflect the light back
180◦ toward the incident direction, which is the best candidate
to reflect the laser into the SLT. Furthermore, regardless of
the three-dimensional (3-D) rotation of the retroreflector, the
direction of emergent light does not change. It demonstrates
that the misalignment of retroreflector is not coupled with the
camera misalignment and guarantees the benchmark of the
measurement optical path. In SVGF-1, the retroreflector is set
to the right angle conical mirror.

3) SLT: The SLT is developed by our team and TY-Space
Technology (Beijing) Ltd. The structural diagram of the SLT
in SVGF-1 is shown in Fig. 3(a), and the SLT consists of
baffle, optical reflective structure, and the processor shell. The
narrow bandpass filter (NBPF), the dichroic mirror (DM),
and the invar support compose the optical reflective structure,
which is the core part of SLT for realizing the simultaneous
detection of the stars and the laser, as shown in Fig. 3(b).
The concept relies on the selective transmission and reflection
characteristics of DMs for light with different wavelengths.
Generally, the spectrum of star light detected by star trackers
is the visible spectrum. Thus, the wavelength of the laser
should be separated from the visible spectrum and is set
to 850nm. The transmission and reflection properties of the
DM should be designed carefully, as shown in Fig. 3(c). The
transmission band is from 400 to 800nm and the reflection
band is from 840 to 1050nm. The visible star light will pass
through the DM and the 850nm laser will be reflected. Both
two lights are detected at the same time for monitoring the
camera misalignment and determining the attitude of the SLT.
Furthermore, to ensure the normal star imaging of SLT and
the monitoring accuracy of the camera misalignment, lots of
efforts have been made to resist the disturbance from the stray
light and the thermal deformation.

For the SLT, the stray light mainly stems from the Sun,
the Earth, and the remote sensing camera. The function of the
baffle is similar to that of the traditional star tracker and is to
suppress stray light from the Sun and the Earth. However, the
optical reflective structure occupies the space of the aperture
in the traditional baffle, which is shown in Fig. 3(b). Thus,
the aperture of the baffle should be designed carefully to
provide installation space for the optical reflective structure
and to maintain the original stray light resistance ability. The
stray light from the remote sensing camera is the landscape
light reflected by the primary mirror and the retroreflector into
the SLT. The NBPF is used to reduce the influence of the
stray light. The NBPF is installed in the baffle support and
is designed to only transmit the 850nm light and to reject
all other wavelengths of the light, as shown in Fig. 3(c).
Therefore, the 850nm laser will pass through the NBPF and
the most of stray light from the remote sensing camera will
be rejected.
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Fig. 3. (a) Structural diagram of the SLT. (b) Optical paths of the visible star and 850nm laser into the SLT. The star light is described by the green part and
the laser light is described by the red part. (c) Transmission and reflectivity of the DM and the NBPF. The green area represents the visible spectral range of
the star and the red area represents the 850nm spectral range of the laser.

The DM is the reflector for the laser and the core part
of the active optical fiducial system. The monitoring accu-
racy is extremely sensitive to the misalignment of the DM.
Therefore, the satellite thermal control system should ensure
that the temperature of the SLT is stable. Furthermore, the
support of the DM is made of invar, of which the linear
expansion coefficient is very small and is about 1 × 10−6/◦C.
An independent baffle is designed and utilized in the SLT to
ensure thermal stability. Traditionally, the baffle and the lens
are mounted on the same structural plate of the star tracker,
which means that the thermal deformation of the baffle will
affect the optical system. In the SLT, the baffle is installed in
the satellite platform and is independent of other parts of the
SLT. The influence of the thermal deformation of the baffle is
isolated from the optical system. The independent baffle also
reduces the design difficulty of the thermal control system.

By the DSAP, the remote sensing camera has the potential
to monitor the camera misalignment for high-accuracy attitude
determination and imagery positioning.

III. ATTITUDE AND POSITION DETERMINATION MODEL
BASED ON “STAR–LASER” JOINT DETECTION

Based on the DSAP in SVGF-1, the SLT can detect the
star and the laser at the same time. The laser imagery
includes the information of the camera misalignment and the
star imagery can provide the attitude data. Here, the camera
attitude determination and imagery positioning model based
on the “star–laser” joint detection is proposed.

Fig. 4. Technical route of the misalignment monitoring and correction method
based on “star–laser” joint detection.

The technical route of the method is shown in Fig. 4 and
consists of three main steps: the geometric calibration, the
misalignment monitoring, and the correction of camera attitude

1) Geometric Calibration: The traditional geometric cali-
bration is conducted. By combining the CPs of camera
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Fig. 5. Transformation relationship of laser from camera to SLT.

and the attitude data from SLT, the original installation
matrix between camera and SLT is calibrated. Mean-
while, the position of laser in the SLT image frame
is extracted, based on which the transformation matrix
of laser from camera to SLT can be obtained with the
reference position of laser in the camera focal plane.

2) Misalignment Monitoring: In this step, the position
changes of laser points in SLT image frames are detected
continuously. By combining the transformation matrix
of laser from camera to SLT, the camera misalignment
matrix can be updated constantly in real time.

3) Correction of Camera Attitude: With the camera mis-
alignment matrix, the original installation matrix can be
corrected. Coupled to the attitude data from SLT, the
camera pointing in inertial space can be acquired.

Next, the attitude and position determination model based
on “star–laser” joint detection will be described in detail.

A. Laser Transformation Model From Camera to SLT

The optical path of laser is used to couple the camera and
SLT to provide the possibility of misalignment monitoring.
Thus, the laser transformation model from camera to SLT is
the foundation of the method, of which the diagram is shown
in Fig. 5.

As shown in Fig. 5, we define the camera coordinate system
with Oc-XcYc Zc. The origin Oc is the intersection of the
camera optical axis and the focal plane. vi,cam is the emitted
vector of laser source i in the camera coordinate system and
is represented as

vi,cam =
1√

(X i − X0)
2
+ (Yi − Y0)

2
+ f 2

cam

 −(X i − X0)

−(Yi − Y0)

fcam


(2)

where (X i , Yi ) denotes the coordinates of laser source i in
the camera focal plane. The position of the laser sources in
camera focal plane can be obtained by the design value. fcam
is the focal length of the camera.

The emitted vectors of laser sources are reflected by the
retroreflector into the SLT. Then, the lasers are reflected by
the DM of the SLT into the imaging system. We define the
SLT coordinate system with Os-XsYs Zs . fs is the focal length
of the SLT and the origin Os denotes the intersection of the
SLT optical axis and the SLT focal plane. wk

i is the received
vector of laser source i in the SLT coordinate system at the
kth frame and is represented as

wk
i =

1√(
xk

i − x0
)2

+
(
yk

i − y0
)2

+ f 2
s

 −
(
xk

i − x0
)

−
(
yk

i − y0
)

fs

 (3)

where (xk
i , yk

i ) denotes the imaging coordinates of laser
source i at the kth SLT image frame, which can be extracted
by the centroiding algorithm, and (x0, y0) is the coordinates
of the principal point of the SLT.

Therefore, the transformation relationship of vi,cam and wk
i

can be derived in theory as follows:

vi,cam =
(
T st

cam

)′wk
i (4)

and the laser transformation matrix T st
cam can be calculated

according to the least-square theory as follows:

min
T st

cam

M∑
k=1

N∑
i=1

∥∥∥vi,cam −
(
T st

cam

)′wk
i

∥∥∥2
(5)

where N is the number of laser sources and M is the number
of the image frame. In this application, M is set to 100 for
suppressing the influence of random error. The algorithm to
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calculate (5) is the quaternion estimator (QUEST), which is
very mature and can be implemented in real time [23], [24].

To suppress the influence of the random error in the laser
extraction, the laser images from multiple consecutive frames
are used for calculating (5). Generally, the frame rate of the
SLT is 10Hz, which means that the capture time of 100 images
is about 10s. Actually, the external installation matrix between
camera and SLT changes slowly. The multiple-frame smooth
filtering is reasonable and effective.

B. Misalignment Monitoring Model

Camera misalignment monitoring is the measurement of the
relative changes in the installation matrix between camera and
SLT. Thus, the zero point of the monitoring is the first thing
we should do.

In the geometric calibration phase, the original installation
matrix between camera and SLT Rcam,0

st can be calibrated by
the CPs based on the geometric calibration method. Mean-
while, the imaging coordinates of laser source i at the kth SLT
image frame are detected and are represented as (xk

i,0, yk
i,0).

Hence, the received vector of laser source i in the SLT
coordinate system during the geometric calibration wk

i,0 can
be obtained by (3). The original laser transformation matrix
T st

cam,0 can be calculated by substituting wk
i,0 into (5).

During the misalignment monitoring phase, the camera
misalignment causes the change of the imaging coordinates of
laser sources in SLT. The imaging coordinates of laser source
i in SLT at arbitrary time t can be obtained by the centroiding
method and are represented as (xk

i,t , yk
i,t ). According to (3), the

received vector of laser source i in the SLT coordinate system
at arbitrary time t wk

i,t is calculated.
It is worth noting that the emitted vectors of laser sources

in the camera coordinate system are constant regardless of
the camera misalignment. According to (4), the transformation
relationship of the vi,cam and the received vector of laser source
i in the SLT coordinate system at time t wk

i,t can be derived
by the laser transformation matrix from camera to SLT at time
t T st

cam,t . T st
cam,t can be calculated by (5).

The misalignment causes the change of the laser transforma-
tion matrix. Therefore, the camera misalignment matrix Rcam,t

cam,0
can be formulated as follows:

T st
cam,t = T st

cam,0

(
Rcam,t

cam,0

)′
. (6)

Thus, (5) can be expanded as follows for calculating the
camera misalignment matrix Rcam,t

cam,0:

min
Rcam,t

cam,0

M∑
k=1

N∑
i=1

∥∥∥vi,cam − Rcam,t
cam,0

(
T st

cam,0

)′wk
i,t

∥∥∥2
. (7)

C. Correction Model of Camera Attitude

The core goal of the proposed method is to determine the
inertial attitude of camera. The coordinate change of laser
imagery provides the information of the misalignment. Then,
the misalignment should be corrected.

The original installation matrix between camera and SLT
Rst

cam,0 is calibrated in the phase of geometric calibration,
and the camera misalignment matrix at arbitrary time t is

calculated in the phase of misalignment monitoring. Thus, the
corrected installation matrix between camera and SLT Rcam,t

st
can be formulated as follows:

Rcam,t
st = Rcam,t

cam,0 Rcam,0
st . (8)

The SLT can detect the laser and the stars at the same
time, which means that the SLT can calculate the attitude
matrix at time t Rst,t

inertial. Combining Rst,t
inertial with the corrected

installation matrix at time t , the corrected pointing of the
camera boresight in inertial space can be represented as
follows:

Rcam,t
inertial = Rcam,t

st Rst,t
inertial. (9)

Finally, the corrected inertial attitude of the camera Rcam,t
inertial

is obtained and can be used for high-accuracy positioning.

IV. EXPERIMENT

The proposed method has been applied to the SVGF-1,
and the on-orbit verification experiment will be conducted
after launch. Before the launch, our proposed method, as an
innovation technology, must be validated for its accuracy and
effectiveness. Therefore, we build the ground DSAP verifi-
cation platform and conduct the accuracy and effectiveness
validation experiment.

A. Ground DSAP Verification Platform

Fig. 6 shows the ground DSAP verification platform.
Four 850nm laser sources are mounted on a piezoelectric
micro-motion table as shown in Fig. 6(a), of which the
diagonal installation distance is 22mm. The laser plane is
set on the focal plane of a telescope. According to that, the
emitted vectors of laser sources in camera coordinates are
determined. The piezoelectric micro-motion table can drive
the laser plane to move along both X - and Y -directions at
the micrometer level. Actually, the camera misalignment angle
(MA) is equivalent to the motion of the focal plane, and the
relationship of them can be formulated as follows:

θX/Y = − tan
(
LY/X

)
· fcam (10)

where θX/Y denotes the camera MA along the direction of the
X - or Y -axis and LY/X is the translation value of the focal
plane along the Y - or X -axis.

The telescope is used to imitate the optical system of remote
sensing camera and to collimate the light from laser sources
to parallel light. In order to facilitate the construction of the
ground system, the telescope is a truss-type Ritchey–Chretien
telescope. A reflector is utilized to reflect the collimated laser
light into the SLT. Due to the high difficulty in manufacturing
the right angle conical mirror, the reflector in the ground
DSAP platform is the reflective structure composed of two
mirrors installed at the right angle. We believe that there is
no thermal deformation in the reflector during a short time
and the reflector will not bring influence on the misalignment
monitoring.

The SLT is developed from the NST-10 DS star tracker man-
ufactured by TY-Space Technology (Beijing) Ltd. The instal-
lation of SLT is consistent with that in SVGF-1. The included
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Fig. 6. (a) Diagram and installation configuration of the micro-motion table and the 850nm laser sources. The red circles indicate the laser sources. The
X - and Y -axes denote the motion directions of the micro-motion table and the axes of camera coordinate system. (b) Diagram of ground DSAP verification
platform. The red rectangular box indicates the camera focal plane, which contains the micro-motion table and the 850nm laser sources.

TABLE II
PARAMETERS OF THE GROUND DSAP PLATFORM

angle between the camera boresight and the SLT boresight is
120◦, and the included angle between the plane of optical table
and the SLT boresight is 37.76◦. According to the installation
configuration, the dihedral angle between the DM and the
installation plane of SLT is 30◦. Finally, the SLT can realize
the imaging and monitoring of the laser. The power supply
provides the SLT, the micro-motion table, and the laser sources
with energy. The driver device is used to control the motion
of the micro-motion table. The detailed information of the
devices in the ground DSAP verification platform is listed in
Table II.

Based on these devices, the ground DSAP verification plat-
form is constructed, with which we can conduct the accuracy
and effectiveness validation experiments.

B. Experiment Design

According to (10), the accuracy of the camera misalignment
matrix Rcam,t

cam,0 depends on the measurement accuracy of the

original laser transformation matrix T st
cam,0 and the received

vector of laser source i in the SLT coordinate system at
time t wk

i,t . T st
cam,0 is calculated in the geometric calibration

and is regarded as the constant zero point of monitoring
for the next camera misalignment monitoring. Therefore, the
error of T st

cam,0 is the systematic deviation for the Rcam,t
cam,0

monitoring. wk
i,t is monitored and calculated in real time by (3).

Thus, the error of wk
i,t is the random error for the Rcam,t

cam,0
monitoring.

With the ground DSAP verification platform, we capture
two sets of image data, and each set contains 800 images.
The first set is used as the calibration group for calculating
T st

cam,0 in the phase of geometric calibration. Another set is
regarded as the monitoring group for updating Rcam,t

cam,0 in real
time. Furthermore, the assumed prerequisite of the experiment
is that the structure of the platform is stable in a short time,
which demonstrates that the real values of T st

cam,0 and Rcam,t
cam,0

are constant during the experiment. Therefore, the standard
deviations (SDs) of the rotation angles decoupled from T st

cam,0
and Rcam,t

cam,0 are used for assessing the accuracy of the proposed
method.

The difficulty in validating the effectiveness of the proposed
method is to obtain the reference camera MA. The real thermal
environment will bring the complex thermal deformation of
the DSAP, of which the monitoring results are hard to be
confirmed. According to (10), the translation of the camera
focal plane can be equivalent to the camera misalignment
angle, based on which effectiveness validation is possible. As
for the telescope with 2000mm focal length, the micro-motion
table with 100µm maximum travel can simulate an MA of
approximately 10.3′′.

To assess the effectiveness of the proposed method, the
ground DSAP verification platform is set to continuous mon-
itoring mode. Then, the micro-motion table is controlled to
move in a certain step size and pattern. Based on the motion
feedback value from the micro-motion table, the reference MA
can be calculated by (10). Furthermore, the measurement value
of the MA can be obtained by the proposed method. The
difference between the reference MA and the measurement
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Fig. 7. Image region of the laser points in SLT image frame. The top and
left tick marks indicate the pixel coordinates of the image region.

value can be used for assessing the effectiveness of the
proposed method.

V. RESULTS AND DISCUSSION

A. Laser Point Extraction Accuracy

The extraction of the laser point in SLT image frame is
the foundation of the proposed method, and the extraction
accuracy directly determines the accuracy of the camera
misalignment model based on the “star–laser” joint detection.
Therefore, the assessment of the extraction accuracy must be
discussed.

The two sets of image data in the accuracy validation
experiment are used for assessing the extraction accuracy. The
assumed prerequisite of the extraction accuracy assessment
is that the structure of the platform is stable during the
experiment, which indicates that the extraction results of the
laser points are constant in theory. The SDs of the coordinates
of the four laser points are used for assessing the extraction
accuracy.

Fig. 7 shows the image of the laser points in SLT. The
imaging profiles of four laser points are similar to those of the
stars. Most of the energy of the laser is concentrated within
5 × 5 pixels in the SLT detector. Therefore, the coordinates
of the laser points are extracted by the center-of-gravity (CG)
method, a typical and fast centroiding method [25].

After the extraction by the CG method, the coordi-
nates of the laser points in SLT image frames are about
(544.822, 435.751), (520.724, 459.788), (569.035, 459.876),
and (544.579, 483.940). The SDs of the extracted coordinates
from 800 images are listed in Table III and are about from
0.045 ps (3σ) to 0.060 ps (3σ). The extraction accuracy of
the laser points is more excellent than that of the stars in the
traditional star tracker, which is about 0.15–0.3 ps (3σ) in the
real night sky observation. The reason for the higher accuracy

TABLE III
EXTRACTION ACCURACY OF THE LASER POINTS

of the laser extraction is thought to be that the optical path
of the laser is more stable and is far from the interference of
the external environment. Furthermore, the imaging position
of the stars in star tracker is moving all the time, as shown
in Fig. 1(c). The S-curve error and the blur caused by motion
have a great influence on star extraction [26]. Thus, the profiles
of the laser are more ideal, and the extraction accuracy is
higher.

B. Results of the Accuracy Validation Experiment

According to (7), the monitoring errors of the camera
misalignment matrix contain the error of T st

cam,0 and the error
of wk

i,t . The former is the systematic deviation and the latter
is the random error for the calculation of Rcam,t

cam,0. Therefore,
the errors of T st

cam,0 and Rcam,t
cam,0 are analyzed by the accuracy

validation experiment.
The first group of 800 images is used for calculating and

assessing the accuracy of T st
cam,0. The emitted vectors of laser

sources in the camera coordinate system vi,cam are obtained
based on (2). The received vector of laser sources in the
SLT coordinate system during the calibration phase wk

i,0 is
obtained based on (3). Then, T st

cam,0 is calculated. The value
of T st

cam,0 should be a constant value during the experiment
(about 3 min). Hence, the average value of the calculated
T st

cam,0 from 800 images is regarded as the reference constant
matrix. The errors of T st

cam,0 can be obtained by multiplying
the calculated T st

cam,0 by the transposition of reference matrix.
Then, the errors of T st

cam,0 are shown in Fig. 8. It is worth
noting that we only consider the accuracy of the errors in the
X -/Y -directions because the errors of T st

cam,0 in the Z -direction
bring little impact on the imagery positioning and can be
ignored.

The result shows that the calculation accuracy of T st
cam,0 with

single frame is about 1.16′′ (3σ) and 1.14′′ (3σ) in the X - and
Y -directions, respectively. According to (6), the calculation of
T st

cam,0 is the same as the attitude determination of the star
tracker. The attitude determination of the star tracker has been
explained in [27] and is formulated as follows:

EX/Y =
δY/X

√
Nstar

θpixel (11)

where EX/Y denotes the accuracy of the attitude matrix in the
X - or Y -direction, δX/Y is the average centroiding accuracy
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Fig. 8. Accuracy assessment of T st
cam,0 in the X -direction (left) and Y -direction (right). The blue line denotes the calculated MA of T st

cam,0 with single frame.
The red line denotes the smoothed MA of T st

cam,0 with 100 frames.

TABLE IV
ACCURACY OF THE MATRIX WITH DIFFERENT FRAMES

of imaging points, Nstar is the number of imaging points, and
θpixel is the angular resolution.

Equation (11) can also explain the accuracy of T st
cam,0.

The average centroiding accuracy of the laser points is about
0.051 ps (3σ). The angular resolution of the SLT is about 44.6′′

and the number of the detected laser points is 4. The estimation
accuracy by (11) is nearly consistent with the measurement
accuracy.

Considering that T st
cam,0 is stable during the experiment,

we can use the laser points from continuous image sequence
for the calculation, which can increase the number of the
detected laser points and improve the accuracy according
to (11). Actually, the calculation with the continuous image
sequence is the operation of smooth filtering for suppressing
the influence of the centroiding error of the laser points. In the
method, the number of images is set to 100 (about 22s). Then,
the errors of T st

cam,0 are about within ±0.14′′ in both X - and
Y -directions, which is also nearly consistent with (11). In order
to prove the correctness of (11), the accuracy of T st

cam,0 and
the number of images are listed in Table IV.

The second group of 800 images is used to monitor and
validate the accuracy of the camera misalignment Rcam,t

cam,0.
T st

cam,0 is obtained by the first group. The received vector
of laser sources in the SLT coordinate system during the
monitoring phase at time t wk

i,t is obtained by the coordinates
of the laser points in the 800 images of the second group.

The camera misalignment matrix Rcam,t
cam,0 can be calculated

by (7). Then, the MA can be obtained and is shown in Fig. 9.
The result shows that the monitoring accuracy of Rcam,t

cam,0 with
single frame is about 1.14′′ (3σ) and 1.15′′ (3σ) in the X - and
Y -directions, respectively. The accuracy of Rcam,t

cam,0 is similar to
that of T st

cam,0 and follows the relationship formulated by (11).
Because of the difference of the camera alignment matrix
between the first group and the second group, the MAs are
not near zeros. Then, the errors of Rcam,t

cam,0 with 100 images are
also about within ±0.15′′ in both X - and Y -directions. The
monitoring accuracy of the misalignment matrix Rcam,t

cam,0 and
the number of images are also listed in Table IV.

C. Results of the Effectiveness Validation Experiment

The accuracy of the proposed method is analyzed by the
above accuracy validation experiment. However, it is hard
to prove the effectiveness of the proposed method, which
should be estimated by the difference between the reference
MA and the measured MA. According to (10), the motion
value of the camera focal plane can simulate the camera
misalignment. Hence, we utilize the micro-motion table for
precisely controlling the motion of the camera focal plane.
The motion value can be obtained by the control software
of the micro-motion table, based on which the reference MA
is calculated. Then, the monitoring MA is obtained by the
proposed method. Thus, the difference between the reference
value and the monitoring value can be used for evaluating the
effectiveness of the proposed method.

As for the experiment, the position of the micro-motion
table is set to 10µm at first. Meanwhile, the ground DSAP
verification platform is set to the monitoring status. Then, the
micro-motion table is controlled to move from 10 to 90µm
with a step of 20µm in the X - and Y -directions at the same
time, as shown in Fig. 10(a). The micro-motion table can
provide the position value of each motion state. At least
400 images (about 90s) are captured during each motion state.
The images of the first motion state are used to calculate T st

cam,0
as the zero point of MA monitoring. Then, the images of other
motion states are used for monitoring MA by the proposed
method. The reference results of MA can be calculated based
on (10). To validate the effectiveness of the proposed method,
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Fig. 9. Accuracy assessment of Rcam,t
cam,0 in the X -direction (left) and Y -direction (right). The blue line denotes the calculated MA of Rcam,t

cam,0 with single frame.
The red line denotes the smoothed MA of Rcam,t

cam,0 with 100 frames.

Fig. 10. (a) Motion pattern of the micro-motion table. The red triangle markers denote the five motion states of the micro-motion table, and the position
values are obtained from the micro-motion table. (b) Monitoring results of MA when the micro-motion table moves in the X -direction. The blue line indicates
the monitoring MA, and the red dashed line denotes the reference MA calculated by the motion values from the micro-motion table. (c) Monitoring results
of MA when the micro-motion table moves in the Y -direction.

TABLE V
REFERENCE AND MONITORING RESULTS OF MA

the average value of the measured MA during each motion
state is compared with the reference value.

The real-time monitoring results of MA along the X - and
Y -axes are shown in Fig. 10(b) and (c), respectively. The
monitoring results of MA show good agreement with the
change of the reference MA. The micro-motion table changes
the position in a very short time. Hence, the reference MA
undergoes a sudden change with the motion of micro-motion
table. The monitoring MA is obtained by fusing the data of
100 consecutive images. Therefore, the monitoring MA cannot
keep up with the sudden change of the reference MA at once.

Actually, the misalignment change of camera on orbit is a
slowly varying process. Compared with the change time of
camera misalignment, the time of capturing 100 consecutive
images is very short. To further describe the experiment, the
detailed results are listed in Table V. The motion value can be
obtained by subtracting the position value of the first motion
state from that of the current motion state. The reference
MA can be obtained by (10), and the motion direction of
the micro-motion table is orthogonal to the rotation direction
of the camera misalignment. The monitoring MA is the
average value of the measured MA during each motion state.



1001314 IEEE TRANSACTIONS ON GEOSCIENCE AND REMOTE SENSING, VOL. 61, 2023

As shown in Table V, the differences between reference MA
and monitoring MA are within ±0.1′′. It demonstrates that
the method can effectively and accurately monitor the camera
misalignment, which is the low-frequency error component
in the attitude determination of camera. By monitoring and
compensating for the camera misalignment, the attitude deter-
mination accuracy of camera can be improved. Then, the
high-accuracy geometric positioning will also be guaranteed.

D. Analysis of the Optimal Design for Angular Resolution

As shown in (11), when the number of the laser spot remains
unchanged, the monitoring accuracy of camera misalignment
is related to the angular resolution of the SLT and the cen-
troiding accuracy. To ensure the optimal effect of our work,
we analyzed the ideal optimal design for the angular resolution
of the SLT in our experiment platform. In our experiment
platform, the number of the laser spot is 4 and the energy
of laser spot is mainly within 5 × 5 pixels, as shown in
Fig. 7. Therefore, the physical radius of laser spot is set to
7.5µm (about 0.58 ps@13µm), and we keep the laser spot
radius unchanged in the analysis. According to the previous
studies [26], under the condition that the imaging spot radius
in the detector remains constant, the angular resolution and
centroiding accuracy interact with each other. Therefore, the
comprehensive impact of centroiding accuracy and the angular
resolution should be analyzed.

Then, we conduct a numerical simulation experiment to
explain the relationship between the angular resolution and
the centroiding accuracy. In the numerical simulation, the
centroiding method is the CG method. The parameters of
the Gaussian function of the laser spot are set to close
to those measured in our experiment. It is worth noting
that the laser position is not stationary. We assume that the
positions of laser spot are evenly distributed within one pixel
(from −6.5 to 6.5µm). The distribution range of the laser spot
is subdivided into 50 phases. The Gaussian functions of laser
spot with 50 phases are integrated to simulate the ideal light
signal. Then, the Poisson noise is added according to the noise
model introduced in EMVA 1288 Standard [28] and Zhan
et al. [26]. The parameters of the noise are also close to those
measured in our experiment.

The angular resolution of pixel is set from 10′′ to 80′′. Under
the conditions of each angular resolution, the 50 phases of
laser spot are all considered. For each phase, the centroiding
results of laser spot are obtained through 500 Monte Carlo
simulations. Then, we can obtain the relationship between the
angular resolution and the centroiding accuracy of CG method,
and the relationship between the angular resolution and the
monitoring accuracy calculated by (11), which are shown in
Fig. 11.

As shown in Fig. 11(a), the improvement of angular resolu-
tion may cause the degradation of centroiding accuracy. Under
the conditions of numerical simulation, when the angular
resolution is 43′′ (the Gaussian radius of laser spot is about
0.6 ps), the centroiding accuracy is best and can achieve
0.016 ps (1σ). As shown in Fig. 11(b), the improvement of
angular resolution can upgrade the monitoring accuracy of

Fig. 11. (a) Relationship between the angular resolutiom θpixel and the
centroiding accuracy δ. (b) Relationship between the angular resolution θpixel
and the monitoring accuracy of camera misalignment E calculated by (11).

camera misalignment. However, when the angular resolution
is less than 40′′, the upgradation of accuracy is not significant.
Therefore, the results demonstrate that the design for the
angular resolution in the SLT of our experiment platform is
close to optimal.

VI. CONCLUSION

In this article, we build an active fiducial optical path
between camera and SLT to couple the imagery positioning
with the attitude determination. Then, the attitude determi-
nation and imagery positioning model based on “star–laser”
joint detection is established for monitoring and correcting
the time-variant camera misalignment, which is the main
obstacle for actualizing the high-accuracy imagery positioning.
Ground experimental results show that the proposed method
can accurately and effectively monitor the misalignment and
provide the possibility of maintaining high-accuracy camera
inertial attitude in real time. At present, the main limitation of
this work is that the effectiveness of the proposed method has
not been revalidated through the on-orbit star images. The next
step of this research is to conduct the on-orbit experiment to
validate the performance of the proposed method in monitoring
the camera misalignment in real time and realizing imagery
positioning with high accuracy. Therefore, the data transmis-
sion serial port and the sufficient downlink bandwidth of the
star images have been set in the SVGF-1 satellite to ensure
the implementation of the on-orbit validation experiment.
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