
Nuclear Inst. and Methods in Physics Research, A 1048 (2023) 167924
Contents lists available at ScienceDirect

Nuclear Inst. and Methods in Physics Research, A

journal homepage: www.elsevier.com/locate/nima

Technical notes

Application of adaptive filtering algorithm to the stability problem for double
crystal monochromator. Part I: Typical filtering algorithms
Yang Bai a,b, Xuepeng Gong a,∗, Qipeng Lu a, Yuan Song a, Wanqian Zhu c, Song Xue c,
Dazhuang Wang a, Zhongqi Peng a, Zhen Zhang a

a Changchun Institute of Optics, Fine Mechanics and Physics, Chinese Academy of Sciences, Changchun 130033, China
b University of Chinese Academy of Sciences, Beijing 100049, China
c Shanghai Advanced Research Institute, Chinese Academy of Sciences, Shanghai 201204, China

A R T I C L E I N F O

Keywords:
Synchrotron radiation sources
Double crystal monochromator
Typical filtering algorithms
Active vibration control

A B S T R A C T

The double crystal monochromator (DCM) is one of the critical beamline devices in synchrotron radiation
facilities. With the continuous improvement of the performance of the X-ray beamline of synchrotron radiation
sources and the constant application of fourth-generation synchrotron radiation sources, higher requirements
for the stability of the DCM have been introduced. Based on previous engineering experience, the LN2 cooling
system is the most critical factor affecting DCM’s stability. In this paper, the vibration suppression performance
of FxLMS (filter-x Least Mean Square), FxNLMS(filter-x Normalized Least Mean Square), FxSDLMS(filter-x Sign-
Data Least Mean Square), FxSELMS(filter-x Sign-Error Least Mean Square) and FxSSLMS(filter-x Sign-Sign Least
Mean Square) are verified under Bragg@12.66 KeV and Bragg@9 KeV operating conditions for the measured
vibration signals of DCM at SSRF(Shanghai Synchrotron Radiation Facility). The results show that the FxNLMS
algorithm has higher convergence accuracy, excellent vibration suppression performance, and the ability to
counter unknown disturbances compared with other typical filtering algorithms.
1. Introduction

The new generation of synchrotron light sources currently under
development is diffraction-limited light sources and free-electron lasers
characterized by extremely high-quality coherence and high bright-
ness, which have incredibly high coherence and very small focusing
optical properties and enable in situ, dynamic and high-resolution
scientific experiments [1–3]. The monochromator becomes one of the
most critical components in the synchrotron radiation device, which
converts synchrotron light into monochromatic light output under an
ultra-high vacuum environment to obtain the monochromatic syn-
chrotron light with specific energy required for scientific research. The
monochromatic light with specific energy required for the application
and its energy resolution is controlled and decided by the monochro-
mator. Therefore, it is one of the most central optical instruments
in synchrotron light applications [4,5]. In recent years, with the de-
velopment of physics, chemistry, biology, and medicine, as well as
advanced micro and Nano-manufacturing [6], large-scale integrated
circuit chip manufacturing [7], and other fields, the performance of
synchrotron radiation light source has put forward higher require-
ments [8]. Synchrotron radiation laboratories worldwide guarantee
the stability of monochromators by optimizing the structure of DCM
components, using vibration isolation materials, and optimizing the
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cooling system [9–13]. In recent years, with the rapid development of
science and technology, active vibration control technology has been
developed rapidly, its functions are becoming more and more perfect,
and the control effect is better. It has been successfully applied to civil
engineering structure seismic, vehicle structure damping, vibration iso-
lation of ship hull structure, vibration control of precision mechanical
equipment, and other fields [14]. Currently, the research of adaptive
filtering algorithms mainly includes four aspects: methods based on
Wiener filtering theory, methods based on least squares estimation,
methods based on Kalman filtering theory, and methods based on
neural networks. Although adaptive algorithms have been developed
in the above four aspects, the LMS (Least Mean Square) algorithm,
which is derived based on Wiener filtering, remains the most widely
used adaptive filtering algorithm due to its simple structure, stable
performance, low computational complexity, and easy implementa-
tion [15,16]. The control algorithm is based on the main idea of
adaptive filtering, which has the advantages of simple structure, stable
performance, low computational complexity, good convergence effect,
and easy implementation. Therefore, it is widely used in AVC (active
vibration control) and ANC (active noise control) [17].

In previous research, the numerical simulation results of vibration
suppression by the FxLMS algorithm were initially presented with the
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Fig. 1. The block diagram of a typical adaptive filtering algorithm.
Fig. 2. Numerical simulation results. (a) Comparison of time-domain results. (b) Comparison of frequency-domain results.
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flexible hinge of the crystal monochromator mechanism [18]. This
paper verifies the vibration suppression performance of typical adaptive
filtering algorithms (mainly FxLMS, FxNLMS, FxSDLMS, FxSELMS, and
FxSSLMS) based on the measured vibration signals of DCM under
Bragg@12.66KeV and Bragg@9KeV operating conditions at SSRF. The
results show that typical adaptive filtering algorithms generally have
good vibration suppression performance, resulting in an angle stability
of 15 nrad or less in the pitch direction. In particular, the FxNLMS
algorithm has superior vibration suppression performance, a faster
convergence rate, and the ability to cope with uncertain perturbations.

2. Typical filtering algorithms

The LMS algorithm is widely used in signal processing and active
noise reduction. The FxLMS (filter-xLMS algorithm) algorithm has the
following advantages: (1) incorporating the practical needs of active
noise cancellation; (2) introducing a secondary channel 𝑆(𝑛) in the LMS
algorithm; (3) introducing a secondary channel modeling filter after the
reference signal [19]. The block diagram of a typical adaptive filtering
algorithm is shown in Fig. 1.

The power coefficient of the transversal filter at time 𝑛 is:

𝑊 (𝑛) = [𝑤1(𝑛), 𝑤2(𝑛),… , 𝑤𝐿(𝑛)] (1)

The signal input at the time 𝑛 is:

𝑋(𝑛) = [𝑥1(𝑛), 𝑥2(𝑛),… , 𝑥𝐿(𝑛)] (2)

here 𝐿 is the filter order.
 𝑒

2

The expected signal is

(𝑛) = 𝑋 (𝑛) ∗ 𝑃 (𝑛) (3)

here 𝑃 (𝑛) is the primary path.
The reaction signal is

𝑠(𝑛) = 𝑦 (𝑛) ∗ 𝑆(𝑛) (4)

The filter output is

(𝑛) =
𝐿
∑

𝑙=0
𝑤𝑙 (𝑛) 𝑥(𝑛 − 𝑙 + 1) (5)

Substituting Eq. (5) into Eq. (4) is

𝑠(𝑛) =
𝐿
∑

𝑙=0
𝑤𝑙 (𝑛) 𝑥̂(𝑛 − 𝑙 + 1) (6)

The matrix form of Eq. (6) is

𝑠(𝑛) = 𝑊 (𝑛)𝑋𝑇 (𝑛) (7)

The output signal (filtered signal) of the secondary channel is

̂ (𝑛) = 𝑊 (𝑛) ∗ 𝑆̂(𝑛) (8)

The residual error signal is

𝑛 = 𝑑 𝑛 − 𝑦 𝑛 = 𝑑 𝑛 −𝑊 (𝑛)𝑋𝑇 (𝑛) (9)
( ) ( ) 𝑠 ( ) ( )
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Fig. 3. Test diagram. (a) Actual measurement map [8]. (b) Test schematic.

Fig. 4. The vibration test results. (a) Bragg@12.66KeV. (b) Bragg@9KeV.

Fig. 5. FxLMS algorithm vibration suppression results. (a) Time-domain results (b) Frequency-domain results (c) Vibration level results (d) Weight iteration results.
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Fig. 6. FxNLMS algorithm vibration suppression results. (a) Time-domain results (b) Frequency-domain results (c) Vibration level results (d) Weight iteration results.
Fig. 7. FxSDLMS algorithm vibration suppression results. (a) Time-domain results (b) Frequency-domain results (c) Vibration level results (d) Weight iteration results.
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The minimum mean square error criterion is expressed as the ob-
ective function:

(𝑛) = 𝐸(𝑒2(𝑛)) = 𝐸(𝑑2(𝑛)) − 2𝑊 𝑇𝐸[𝑑(𝑛)𝑋̂ (𝑛)] +𝑊 𝑇𝐸[𝑋𝑇 (𝑛)𝑋̂ (𝑛)]𝑊

(10)

Derivative of 𝜉 (𝑛) with respect to 𝑊 :

∇(𝑛) =
𝜕𝐸 (𝜉 (𝑛))

𝜕𝑤
= −2𝐸[𝑒 (𝑛)𝑋 (𝑛)] (11)

The gradient vector is zero when the filter power coefficients reach
to be the optimal solution.

The filter power factor equation is

𝑊 (𝑛 + 1) = 𝑊 (𝑛) − 𝜇∇(𝑛) (12)

Where 𝜇 is the convergence factor.
 t

4

The gradient ∇̂ (𝑛) of a single error sample squared is taken as an
estimate of ∇ (𝑛) [20], is given by

̂ (n) = −2e(n)𝑋̂ (𝑛) (13)

q. (12) can be written as

(𝑛 + 1) = 𝑊 (𝑛) + 2𝜇e(n)𝑋̂ (𝑛) (14)

The convergence factor in the LMS algorithm determines whether
he adaptive process converges and how fast it converges. It also
etermines the size of the stability error value [21]. From Eq. (14), the
nergy of the reference signal affects the value of the convergence coef-
icient. When the reference signal changes too fast or the exact energy
alue cannot be estimated, the convergence coefficient is challenging
o choose. Therefore, the iterative formula for the weight coefficients
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Fig. 8. FxSELMS algorithm vibration suppression results. (a) Time-domain results (b) Frequency-domain results (c) Vibration level results (d) Weight iteration results.
Fig. 9. FxSSLMS algorithm vibration suppression results. (a) Time-domain results (b) Frequency-domain results (c) Vibration level results (d) Weight iteration results.
of the NLMS algorithm is

𝑊 (𝑛 + 1) = 𝑊 (𝑛) + 𝑒(𝑛)𝑋(𝑛)
2𝜇0

𝑋𝑇𝑋(𝑛) + 𝜀
(15)

Where 0 < 𝜇0 < 2.
The iterative formula for the weight coefficients of the SELMS

algorithm is

𝑊 (𝑛 + 1) = 𝑊 (𝑛) + 𝜇𝑠𝑖𝑔𝑛(𝑒(𝑛))𝑋̂(𝑛) (16)

The iterative formula for the weight coefficients of the SDLMS
algorithm is

𝑊 (𝑛 + 1) = 𝑊 (𝑛) + 𝜇𝑒(𝑛)𝑠𝑖𝑔𝑛(𝑋(𝑛)) (17)

The iterative formula for the weight coefficients of the SSLMS
algorithm is

𝑊 (𝑛 + 1) = 𝑊 (𝑛) + 𝜇𝑠𝑖𝑔𝑛(𝑒(𝑛))𝑠𝑖𝑔𝑛(𝑋(𝑛)) (18)
5

Numerical simulations were performed to verify the effectiveness of
typical filtering algorithms. The interference source comprises Gaussian
white noise and sinusoidal signal (frequency: 4 Hz/17.5 Hz/22 Hz/
29.1 Hz/50 Hz/100 Hz). The frequency of the liquid nitrogen cool-
ing circulation pump is 22 Hz; the natural frequency of the crystal
clamping mechanism is 29.1 Hz; the frequency of the marble support
platform is 17.5 Hz; the disturbance frequency of the liquid nitrogen
pipeline fixed by external suspension is 4 Hz; the industrial frequency
noise is 50 Hz; the frequency of servo system is 100 Hz [22]. The
control system is established based on the MATLAB/Simulink platform,
and the results are shown in Fig. 2. From Fig. 2, it is clear that
FxLMS, FxNLMS, FxSDLMS, FxSELMS, and FxSSLMS algorithms have
higher convergence accuracy and better control performance. It can be
found in Fig. 2(b) that the signal amplitude decreases at frequencies
4 Hz/17.5 Hz/22 Hz/29.1 Hz/50 Hz/100 Hz, in which the FxNLMS
algorithm is the most obvious. From Eq. (15), the convergence factor
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Fig. 10. FxLMS algorithm vibration suppression results.
Fig. 11. FxNLMS algorithm vibration suppression results. (a) Time-domain results (b) Frequency-domain results (c) Vibration level results (d) Weight iteration results.
of the normalized LMS algorithm (NLMS) is no longer fixed. Instead, it
varies with time, and the adaptive capability is significantly enhanced.

3. Case verification

The vibration test device was constructed to obtain the vibration
signals of different working conditions of the double crystal monochro-
mator in the Shanghai synchrotron radiation facility (SSRF), and the
actual test diagram is shown in Fig. 3. The type of sensor used for the
vibration test is German attocube laser displacement sensor. Elimina-
tion of the trend term (sensor offset) is performed by the sgolayfilt
filtering algorithm. The vibration test results under Bragg@12.66KeV
and Bragg@9KeV working conditions are shown in Fig. 4.

The interferometer is capable of measuring with a resolution of 1
pm and a bandwidth of 10 MHz, as well as being suitable for UHV
and cryogenic conditions. Three sensor probes were used in the test
work, each mounted at a different position on the second crystal; three
reflectors were attached to the same places on the first crystal. The
sensors are divided into two groups: sensor one and sensor three are
arranged in the pitch direction at a distance of 105 mm; sensor one
and sensor two are set in the roll direction at 94 mm. During the whole
test, the tank pressure of the liquid nitrogen circulation unit was 2 Bar;
6

the bypass valve switching volume was 60%; the operating frequency
of the liquid nitrogen circulation pump was 22 Hz; the flow rate of the
liquid nitrogen cooling circuit was about 3.2 L/min (the flow rate of
the liquid nitrogen circuit varies slightly at different scanning energies);
the DCM pressure was maintained at 8.0E−09 Torr; the temperature of
SSRF experiment hall was strictly controlled at 25 ± 0.5 ◦C.

3.1. Case 1: Bragg@12.66KeV

Measured vibration signals from crystal monochromator under
Bragg@12.66KeV conditions are applied to verify the accuracy of
FxLMS, FxNLMS, FxSDLMS, FxSELMS, and FxSSLMS algorithms. In
order to reduce the computational complexity while not compromising
the vibration suppression effect, the filter length is set to 24 charges.
The vibration suppression time-domain, frequency-domain results, vi-
bration level results, and weight iteration results of FxLMS, FxNLMS,
FxSDLMS, FxSELMS, and FxSSLMS algorithms are shown in Figs. 5–9
as follows.

From the time-domain results of Figs. 5(a), 6(a), 7(a), 8(a), and 9(a),
the FxLMS, FxNLMS, FxSDLMS, FxSELMS, and FxSSLMS algorithms
reduce the angular displacement by about 99.03%, 99.59%, 90.50%,
98.35% and 97.26% as respectively. In particular, the minimum angu-
lar displacement in the Pitch direction is 0.604 nrad below 15 nrad;
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Fig. 12. FxSDLMS algorithm vibration suppression results. (a) Time-domain results (b) Frequency-domain results (c) Vibration level results (d) Weight iteration results.
Fig. 13. FxSELMS algorithm vibration suppression results. (a) Time-domain results (b) Frequency-domain results (c) Vibration level results (d) Weight iteration results.
the results in the frequency-domain of Figs. 5(b), 6(b), 7(b), 8(b) and
9(b) show that the vibration suppression is excellent. The vibration
level results from Figs. 5(c), 6(c), 7(c), and Figs. 8(c) and 9(c) vibration
level results can more intuitively demonstrate the vibration suppression
capability of the typical adaptive filtering algorithm. From the results
of the weight iterations in Figs. 5(d), 6(d), 7(d), 8(d), and 9(d), it can
be seen that the filtering algorithms all converge approximately; in
particular, the FxNLMS algorithm converges with the highest speed and
accuracy; on the contrary, the FxSDLMS algorithm converges slowly in
parts of the weights, and the FxSSLMS algorithm fluctuates more in
the weight iteration process. A few spikes in the residual signal can be
found in the green wireframe of Fig. 5(a). Similar problems exist in the
FxSDLMS, FxSELMS, and FxSSLMS algorithms, which indicates that the
FxLMS, FxSDLMS, FxSELMS, and FxSSLMS algorithms are insensitive
to unknown disturbances and have poor adaptive ability to suppress
unknown perturbations. From Figs. 6(a), 6(b), 6(c), and 6(d), it is
7

known that the FxNLMS algorithm has high convergence accuracy, high
convergence rate, and high adaptive ability to cope with uncertain
perturbations.

3.2. Case 2: Bragg@9KeV

In this case, the vibration suppression time-domain, frequency-
domain results, vibration level results, and weight iteration results of
FxLMS, FxNLMS, FxSDLMS, FxSELMS, FxSSLMS algorithms are shown
in Figs. 10–14 as follows.

From Fig. 10, the FxLMS algorithm control fails, and divergence
occurs in the Bragg@9KeV operating condition. From Figs. 5 and 10, it
can be found that the FxLMS algorithm convergence step (convergence
coefficient) is a very critical quantity that determines whether the adap-
tive process converges or diverges, the degree of convergence, and the
magnitude of the steady-state error of the adaptive process. The number
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Fig. 14. FxSSLMS algorithm vibration suppression results. (a) Time-domain results (b) Frequency-domain results (c) Vibration level results (d) Weight iteration results.
Fig. 15. Comparison of stability index results under Bragg@12.66KeV and Bragg@9KeV working conditions. (a) Bragg@12.66KeV (b) Bragg@9KeV.
f filter taps and the input signal size determines the convergence step.
ince the convergence coefficient of the FxLMS algorithm is a fixed
alue, the FxLMS algorithm cannot perform its adaptive properties in
ome cases where the step parameters cannot be determined.

From the time domain results of Figs. 11(a), 12(a), 13(a), and
4(a), it is known that the FxNLMS, FxSDLMS, FxSELMS, and FxSSLMS
lgorithms reduce the angular displacement by about 99.62%, 89.88%,
8.31%, 97.40% as respectively, and can keep the angular displace-
ent below 15 nrad; in particular, the minimum value of the angular
isplacement in the Pitch direction is about 0.523 nrad. From the
requency-domain results of Figs. 11(b), 12(b), 13(b), and 14(b) and
he vibration level results of Figs. 11(c), 12(c), 13(c) and 14(c), the
ibration suppression effect is more intuitively presented. From the
esults of the iterative weights of the FxNLMS algorithm in Fig. 11(d), it
s known that the FxNLMS algorithm converges quickly, and the conse-
uences are more stable during the iterative process. Conversely, from
he iterative results of the FxSDLMS algorithm weights in Fig. 12(d) and
he iterative results of the FxSSLMS algorithm weights in Fig. 14(d),
e know that the convergence rate is slower in the iterative process
nd the FxSSLMS algorithm weights fluctuate more in the convergence
rocess. In general, the FxSELMS algorithm is more stable, as known
rom the iterative results of FxSELMS weights in Fig. 13(d). However,

he convergence speed is slower compared to the FxNLMS algorithm.

8

4. Conclusion

This paper mainly verifies the vibration suppression capability of
FxLMS, FxNLMS, FxSDLMS, FxSELMS, and FxSSLMS algorithms for
measured signals under Bragg@12.66KeV and Bragg@9KeV working
conditions. The vibration suppression indexes of DCM under Bragg@-
12.66KeV and Bragg@9KeV working conditions are shown in Fig. 15.
The results show that the adaptive filter has an excellent vibration
suppression effect under Bragg@12.66KeV and Bragg@9KeV. However,
control failure also occurs under specific working conditions. In partic-
ular, the FxNLMS algorithm shows exceptional adaptive ability, con-
vergence speed, and convergence accuracy. This work has important
practical significance for developing high-stability DCM.
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