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a b s t r a c t

Torque ripple caused by flux harmonics, nonlinearity of inverter and current measurements decreases
the accuracy of the servo control system, which limits the application of permanent magnet syn-
chronous motor (PMSM) with high precision requirement. To reduce torque ripple, this paper proposes
an improved robust two-degree-of-freedom controller (IR-2DOFC) based on an extended sliding-mode
parameter observer (ESMPO) for a PMSM. The IR-2DOFC is constructed around the 2DOFC with
iterative learning control (ILC) and a series-connecting structure, which not only suppresses unmodeled
disturbances and periodic components, but also attenuates the negative impact of ILC on the dynamic
response. Meanwhile, to improve the robust stability of the IR-2DOFC, ESMPO identifies the mechanical
parameters so that they can be employed to further establish the IR-2DOFC parameters. Additionally,
the observed disturbances can be regarded as a feed-forward compensation component to the IR-
2DOFC, which enhances the disturbance-rejection performance. Simulations and experiments show
that the IR-2DOFC with ESMPO has an improved dynamic response performance, which exhibits better
robustness with respect to internal and external load disturbances and harmonics torque compared
with proportional–integral (PI) and PI-ILC controllers.

© 2022 ISA. Published by Elsevier Ltd. All rights reserved.
1. Introduction

Permanent magnet synchronous motor (PMSM) has been
idely used in fields of robotics, elevators, and aerospace, owing
o its advantages of compact structure, high-power density, and
ide speed range [1–5]. However, the challenges of parameter
erturbations, system uncertainties, external load disturbances,
nd nonlinear properties decrease its regulation performance
6–9]. As such, the traditional proportional–integral–derivative
PID) controller has limited ability to handle multiple-source
isturbances and cannot achieve satisfactory control performance
or high-precision applications.

To improve the control performance, various control methods
ave been designed for speed and current-loop performance im-
rovements, such as active disturbance rejection control (ADRC)
10,11], model predictive control (MPC) [12,13], and fuzzy neural
ontrol (FNC) [14,15]. Compared with the PID controller, ADRC
rovides a novel way to suppress disturbances and realizes good
ransient trajectories by introducing the extended-state observer
nd a noise reduction differentiator. However, this requires a

∗ Corresponding author.
E-mail address: dengyongting@ciomp.ac.cn (Y. Deng).
ttps://doi.org/10.1016/j.isatra.2022.01.033
019-0578/© 2022 ISA. Published by Elsevier Ltd. All rights reserved.
complex design law that limits its application to industry. MPC
is an advanced control strategy that provides a candidate for
electrical drives designed around cost-function optimization. The
MPC can handle multivariable constraints while ensuring satis-
factory robustness and dynamic response. However, the weight
coefficient used in the MPC is difficult to determine [16]. FNC has
shown success in parameter tuning of the controllers, forecasting
tools, and operator approximation, because it presents an option
for users to interpret unknown models. Nevertheless, for con-
troller design, the robust stability of an FNC is difficult to guaran-
tee. Apart from these control strategies, adaptive, observer-based,
and sliding-mode controls were offered in [17–19]. Generally,
these advanced nonlinear controllers can enhance the control
performance in different ways, but some rely on ideal assump-
tions and large computational requirements [20] that reduce their
utility. Thus, the conventional cascading control structure can still
be considered for PMSM.

Robust two-degree-of-freedom controller (2DOFC) provides a
practical approach for PMSM drive systems, because it decouples
the dynamic response and robustness using two internal mode
filters, which not only realize good dynamic response according
to a preset tracking trajectory, but they also achieve satisfac-

tory robustness to uncertain and external disturbances [21–27].

https://doi.org/10.1016/j.isatra.2022.01.033
http://www.elsevier.com/locate/isatrans
http://www.elsevier.com/locate/isatrans
http://crossmark.crossref.org/dialog/?doi=10.1016/j.isatra.2022.01.033&domain=pdf
mailto:dengyongting@ciomp.ac.cn
https://doi.org/10.1016/j.isatra.2022.01.033
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n [21], a 2DOFC for a direct-current (DC) motor was proposed,
nd its effectiveness was validated through experiments. In [25],
he nonlinear electrical dynamics of PMSM were considered for
he 2DOFC design, and the derived condition provided an idea
or determining 2DOFC parameters. Because many 2D OFC con-
rollers have been proposed in the literature [24,27], this type of
ontroller can effectively suppress the slow-time varying distur-
ances of PMSM by setting an appropriate bandwidth for its filter.
owever, disturbances caused by harmonic torque are difficult to
uppress, because the disturbance model does not reside in the
ontroller’s forward channel. The torque ripple can be reduced
y setting a larger bandwidth for the controller, but it may cause
he control system to be more sensitive to noise [21].

To reject the repetitive disturbances, several control methods
ave been developed. Owing to periodic disturbances, repet-
tive control (RC) has been developed to compensate for the
orque ripple. RC is simple and reliable, but the converge rate of
he steady-state error caused by periodic input is slow. In [28],
he multiple resonant control (MRC) scheme was proposed to
uppress torque ripple. MRC can effectively suppress periodic dis-
urbances, but it can only reject disturbances at known frequen-
ies. In [29], an observer-based control method was presented to
liminate torque ripple from various sources. This methodology
as advantages of light computation burden and fewer informa-
ion requirements for periodic disturbances, although nonlinear
actors are not considered.

An alternate control strategy for periodic disturbance is the it-
rative learning control (ILC), which is based on the internal mode
rinciple and has the technical advantages of small computation
urden and easy implementation [30–32]. Therefore, it is widely
mployed to handle the periodic disturbance rejection problem.
n [33], a PI based ILC controller (PI-ILC) is proposed to mini-
ized the torque ripple of PMSM. The structure of this control
ethod is simple, and it has significant effect to minimize the
peed harmonics. However, the non-periodic disturbance is not
onsidered, which cannot be suppressed by the ILC; In addition,
t should be pointed out that the ILC will result in awful transition
rocess with high overshoot and oscillation before iterative error
onverging [34], which decreases the control performance. To im-
rove the dynamic response, the adaptive PI-ILC controllers have
een developed in [35–37], which can adjust the convergence
ate and dynamic performance of the system. However, due to
he delay of weight calculation, the stability and robust stability
f the system are difficult to ensure.
To avoid these drawbacks and achieve satisfactory robustness

o repetitive disturbance, this paper extends the 2DOFC structure
o the periodic case, and suppresses the torque ripple (i.e., IR-
DOFC). It is worth noting that the non-DC uncertainties and
onstant disturbances are both undesirable for PMSM control
ystem. Hence, the proposed control approach takes advantages
f the traditional 2DOFC and an ILC based disturbance compen-
ation term, which can reject both non-periodic and periodic
isturbances. Different from the ILC-based controller, which has
parallel connection structure [35–40], a series-connect struc-

ure is designed that is simpler and more straightforward. The
ndesired dynamic response caused by ILC can be removed by
sing the series-connect structure and 2DOFC. Meanwhile, to
nsure the robust stability condition derived from the small gain
heorem, an ESMPO is constructed to estimate the mechanical
arameters and enables the nominal model involved in the de-
ign of IR-2DOFC to approach the real control plant as close as
ossible. Furthermore, the estimated disturbance can be added
n the control loop to further enhance the anti-disturbance ca-
ability. Finally, an observer-based IR-2DOFC scheme is explored,
hich can improve the control performance of PMSM in terms

f dynamic response, robustness to uncertain disturbance and
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suppression capacity for torque ripple. Simulation and experi-
mental are carried out to verify the correctness of the proposed
controller.

Based on the above analysis, this article is organized as fol-
lows: the overview of mathematical model of PMSM and the
design guideline of the traditional 2DOF controller are provided
in Section 2. Section 3 presents the design process and per-
formance analysis of the developed control method. Section 4
shows the optimal design of the IR-2DOFC with ESMPO. Section 5
provides the simulation and experimental results, respectively.
Our conclusions are then presented in Section 6.

2. Mathematical model of PMSM and review of the traditional
2DOF controller

2.1. Mathematical model of PMSM

The vector control model based on coordinate transformation
can be expressed as follows [5]{
uq = RnIq + Lnq İq + pωm(LnqId + Ψf )
ud = RnId + Lnd İd − pωmLnqIq

(1)

here ud, uq, Id, Iq, Lnd and Lnq are the voltages, currents and
nductances along d-q axis, respectively; Rn is the resistance; p
s number of pole pares, and ωm denotes the mechanical angular
requency; Ψf is the flux linkage.

Then, the dynamic equation of PMSM can be expressed as

ω̇m = Te-Bωm-TL (2)

in which Te = 1.5p[Ψf Iq − (Lnd − Lnq)IdIq] is the electromagnetic
torque; If the surface-mounted structure (Lnd = Lnq = Ln) is
mployed for PMSM, Te can be further simplifies Te = 1.5pΨf iq; J
nd B are the inertial and frictional coefficient, respectively; TL is
he external load torque.

Based on Laplace transformation, the transfer function be-
ween input and output of the PMSM can be expressed as

m(s) = (Te-TL)P(s) (3)

here P(s) = 1/(Js + B) is the controlled plant.

.2. Review of the traditional 2DOF controller

The feedback controller CA(s) and detector CB(s) form the 2DOF
ontroller, which provides preset dynamic responses and satisfac-
ory robustness to uncertain external disturbances. According to
he 2DOF control principle described in [21], the two components
an be expressed as{
CA(s) = Q1(s)/[Pn(s)(1 − Q1(s))(1 − Q2(s))]
CB(s) = Q2(s)/[Pn(s)(1 − Q2(s))]

(4)

here Q1(s) = 1/(λs + 1) and Q2(s) = (2τ s + 1)/((τ s)2 +

τ s + 1) represent the internal model filters, which determine
he dynamic response and robust performance of the controller;
n(s) = 1/(Jns + Bn) is the nominal model of control plant (see
ig. 1).
When the controlled plant is accurate i.e., P(s) = Pn(s), the

ransfer function of the speed loop using 2DOFC can be expressed

(s) = Q1(s)ωref (s) + P(s)(1 − Q2(s))(1 − Q1(s))d(s) (5)

It can be observed from Eq. (5) that the transfer function Q1(s)
orresponding to the dynamic response is decoupled from the
isturbance suppression term (1−Q2(s))(1−Q1(s)), which shows
he advantage of the 2DOFC. If the robust term (1 − Q2(s))(1 −

(s)) ensures enough transient decay rate, then the disturbance
1
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Fig. 1. Control diagram of the traditional 2DOFC.

an be rejected. The suppression performance depends on the
ecay bandwidth; when the λ and τ are chosen such that λ ≫ τ ,
he 2DOFC can achieve a certain ability to suppress these distur-
ances. On the other hand, the control performance is allowed to
alance between the disturbance rejection and noise suppression.
herefore, a trade-off tuning of the parameters between practical
esign constraints and robustness should be made in the 2DOFC
cheme.

. Design of the IR-2DOF controller

To further improve the control performance of the traditional
DOFC, especially that of the suppression performance for pe-
iodic disturbance, this paper proposes a hybrid robust control
trategy that combines the 2DOF controller with ILC to provide
series connection structure. The negative impact caused by

LC can be rejected by the series-connecting structure and 2DOF
ontroller, which guarantees the desire dynamic response. Then,
he ESMPO is established to obtain the nominal model of the
ontrol plant and further minimize the disturbances caused by
arious sources.

.1. Reformulation of the 2DOF controller

To make a clearer statement of this part, some frequency
haracteristics of these filters are defined:

|Q1(s)|s=jω =

{
1 · · · ω ≤ ωc1

0 · · · ω > ωc1

|Q2(s)|s=jω =

{
1 · · · ω ≤ ωc2

0 · · · ω > ωc2

(6)

where ωc1 and ωc2 are the corresponding cut off frequency of the
Q1(s), Q2(s), which satisfies ωc1 < ωc2.

The IR-2DOFC is developed based on the traditional 2DOFC and
ILC, which, together, has the following form:[
ALC (s)
BLC (s)

]
=

[
CA(s) 0
0 CB(s)

][
L(s)
L(s)

]
(7)

where ALC (s) and BLC (s) represent the modified controllers; L(s) is
the embedded ILC controller in the two channels.

The traditional ILC method in the frequency domain can be
expressed as [31]

L(s) = φ/(1 − αe−ξ s) (8)

where φ is the learning gain, α is the forgetting factor, and ξ =

2π/ωm is the iterative cycle period. To guarantee the convergence
of the iterative error, a sufficient and necessary condition for the
choice can be given as α ≤ 1 [37].

If the ILC is embedded in the 2DOFC, the Laplace transforma-
tion of the speed loop can be expressed as

ω(s) =Q1(s)L(s)ωref (s)/T (s) (9)

+ (1 − Q1(s))(1 − Q2(s))P(s)d(s)/T (s)
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where T (s) is the characteristic polynomial of a closed loop, and
can be denoted as T (s) = (1 − Q1(s))(1 − Q2(s)) + (Q1(s) + (1 −

Q1(s))Q2(s))L(s).
In order to analyze the frequency characteristic of T (s), T (s) is

rewritten as

T (s) = 1 − [Q1(s) + (1 − Q1(s))Q2(s)][1 − L(s)] (10)

It is not difficult to verify that |1 − L(s)|s=jω = 0 when
L(s)|s=jω = 1, then Eq. (9) can be expressed as

(s) =Q1(s)ωref (s)
+ (1 − Q1(s))(1 − Q2(s))P(s)d(s)/T (s)

(11)

Eq. (11) indicates the speed can perfectly track the command
alue when L(s) strictly satisfied |L(s)|s=jω = 1. However, the ILC
s a scheme used to deal with repetitive signal. It is thus the
LC cannot maintain enough gain at the DC frequency (ω < ωcl)
.e., |L(s)|s=jω ≪ 1, and the speed tracking becomes Q1(s)L(s)ωref (s)
hanging the preset dynamic response. Additionally, the ILC will
roduce a high gain in the middle-high frequency band (ωc1 <

< ωc2), i.e., |L(s)|s=jω ≫ 1; Meanwhile, Q1(s), Q2(s) satisfies
(1 − Q1(s))Q2(s)| = |Q2(s)| = 1 ≫ |Q1(s)| in this frequency range.
t is thus the speed tracking can be yielded as Q1(s)L(s)ωref (s)/(1+

(s)), which is affected by the ILC.
To overcome this drawback, the ILC should be modified as a

eries-connecting structure[
ALC (s)
BLC (s)

]
=

[
CA(s) 0
0 CB(s)

][
L(s) + 1
L(s) + 1

]
(12)

Replacing L(s) with L(s) + 1, the characteristic polynomial can
e yielded as
′(s) = 1 + [Q1(s) + (1 − Q1(s))Q2(s)][L(s)] (13)

Then, the closed loop transfer function can be modified as

(s) =Q1(s)(L(s) + 1)ωref (s)/T ′(s)
+ (1 − Q1(s))(1 − Q2(s))P(s)d(s)/T ′(s)

(14)

here T ′(s) = 1 + [Q1(s) + (1 − Q1(s))Q2(s)]L(s).
Generally, the controller works in the low and middle-high

requencies. Hence, the amplitude response of the controller is
nalyzed in these frequency bands. When the controller is in
he DC frequency, i.e., ω < ωcl, it is simple to verify that
L(s)| ≪ |Q1(s)| = 1, the characteristic polynomial T ′(s) is
pproximately equal to T ′(s) = 1. Then, the speed tracking
erm Q1(s)(L(s)+ 1)ωref (s)/T ′(s) can be considered as Q1(s)ωref (s),
ence the motor can still guarantee a satisfactory dynamic re-
ponse. When the controller is in the middle-high frequency
and i.e., ωc1 < ω < ωc2, we can conclude that |L(s)| ≫

(1 − Q1(s))Q2(s)| = |Q2(s)| = 1 ≫ |Q1(s)|, T ′(s) becomes T ′(s) =

+ L(s), the speed tracking term can still be Q1(s)ωref (s), which
an ensure an excellent transition process. It can be observed that
he dynamic response is maintained as the frequency-domain
haracteristic of a first-order link in the two frequency bands.
t is thus the IR-2DOFC can track the command value with the
xpected regulation performance.
Meanwhile, according to Eq. (14), the robust term of the

ontroller is given by

(s) = (1 − Q1(s)) (1 − Q2(s)) P(s)d(s)/(1 + L(s)) (15)

Assuming the disturbance existing in speed loop is expressed
s

(s) = dDC (s) + dre(s) (16)

here dDC (s) and dre(s) represents the slow-time varying and
epetitive disturbances.
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Fig. 2. Control diagram of the IR-2DOFC.

The dDC (s) can be rejected by setting the cutoff frequency of
(1−Q1(s))(1−Q2(s)) larger than dDC (s), then this kind of frequency
an be easily minimized. Furthermore, the periodic components
re(s) can be suppressed by using (1 + L(s))−1 because this term

appears attenuation characteristics at these frequency points.
This indicates the IR-2DOFC has the ability to suppress both the
DC and periodic disturbances.

Analysis mentioned above shows that the transfer function
corresponding to the dynamic response is decoupled from the
embedded series-connecting ILC, providing a better transition
process. Meanwhile, the improved 2DOFC can further suppress
periodic components by leveraging the ILC. Therefore, the IR-
2DOFC controller has an improved performance while minimizing
torque ripples and providing satisfactory robustness to slow time
varying disturbances, which shows the advantage of the pro-
posed controller. According to Eq. (12), the control diagram of the
IR-2DOFC is illustrated in Fig. 2.

3.2. Design of the IR-2DOFC

To design the IR-2DOFC, an H-infinity synthesis of the IR-
2DOFC is provided, and the obtained conditions are employed to
form the system constraints.

The closed-loop transfer function of speed is provided as fol-
lows:

ω(s) =
CA(s)(1 + L(s))P(s)

1 + P(s) (CA(s) + CB(s)) (1 + L(s))
ωref (s)

+
P(s)d(s)

1 + P(s) (CA(s) + CB(s)) (1 + L(s))

(17)

Theorem 1 (Stability). The speed loop with IR-2DOFC is asymptot-
ically stable if and only if the ILC satisfies the following condition:

∥L(s)∥∞ <

 |1 + P(s) (CA(s) + CB(s))
P(s) (CA(s) + CB(s))


∞

(18)

n which ∥ · ∥∞ is the infinity norm of the transfer function.

Proof. Before analysis of the stability of the IR-2DOFC, the
stability of the tradition 2DOFC controller should be introduced.
The coprime fraction description UIMC (s) of the 2DOFC can be
xpressed as⎧⎨⎩
P(s) = N(s)Ξ−1(s)
UIMC (s) = [CB(s), CA(s) + CB(s)]

=Ξ−1
c (s) [K1(s), K2(s)] ;

(19)

here N(s) = 1; Ξ−1(s) = Pn(s); K1(s) = (1−Q1(s))Q2(s); K2(s) =

1−Q1(s))Q2(s)+Q1(s); Ξc
−1(s) = [Pn(s)(1−Q1 (s))(1−Q2(s))]−1.

According to stability analysis in [21], the control loop with
DOFC is internally stable if and only if Ξ (s), Ξc(s), N(s), and K2(s)
atisfy the following condition:

(s)Ξ (s) + N(s)K (s) = 1 (20)
c 2

561
Substituting Eq. (19) into Eq. (20), it is not difficult to verify
that this condition can be held, because the 2DOF controller is
stable.

When the series-connected ILC is embedded into the 2DOFC,
the closed-loop-characteristic polynomial can be expressed as

Ψ (s) =1 + P(s)(CA(s) + CB(s))(1 + L(s))
= [1 + P(s)(CA(s) + CB(s))]

×

[
1 +

P(s)(CA(s) + CB(s))L(s)
1 + P(s)(CA(s) + CB(s))

]
= [1 + P(s)(CA(s) + CB(s))]

× [1 + θ (s)] (21)

here θ (s) is the closed gain produced by ILC.
Assuming the condition in Eq. (20) is satisfied, the stability

f the IR-2DOFC controller is only determined by the following
ransfer function:

(s) =
P(s) (CA(s) + CB(s)) L(s)
1 + P(s) (CA(s) + CB(s))

(22)

Based on small gain theorem represented in [41], the closed
oop with IR-2DOFC is stable if and only if the following condition
s met:

θ (s)∥ ≤

 P(s) (CA(s) + CB(s))
1 + P(s) (CA(s) + CB(s))


∞

∥L(s)∥ < 1 (23)

It is therefore apparent that Eq. (18) can be derived from
Eq. (23). The condition in Eq. (18) shows that the open gain of
ILC cannot be designed to be as large. According to the analysis
in [37], a larger forgetting factor α can obtain better torque
ripple suppression performance. It is however this will result in
more significant accumulative effect of non-periodic disturbance
contained in the signal i.e., |L(s)| is more closed to 1 in the low
frequency band, which decrease the dynamic response. Hence,
this paper suggests α is firstly selected a value to have certain
torque ripple suppression performance (minimum steady-state
error) and guarantee small amplitude gain in DC frequency band
(|L(s)| ≪ 1). And then, the learning gain φ should be set a
arge enough value to ensure a high gain in high frequency band
|L(s)| ≫ 1), while meeting the stability condition.

heorem 2 (Robust Stability). When the model error is considered
n the speed loop, and the control plant can be expressed as P∆(s) =

∆P (s)+ Pn(s)), we assume that the conditions of Eqs. (18) and (20)
re satisfied, and the speed loop has robust stability if the following
ondition is held:

∥∆P (s)∥∞ <

 1
P(s) (CA(s) + CB(s)) (1 + L(s))


∞

(24)

roof. The characteristic polynomial, Ψ (s) with P∆(s) is ex-
ressed as follows:

Ψ̃ (s)
1 + P(s)(1 + ∆P (s)) × (CA(s) + CB(s))(1 + L(s))
[1 + P(s)(CA(s) + CB(s))(1 + L(s))]

×

[
1 +

P(s)(CA(s) + CB(s))(1 + L(s))
1 + P(s)(CA(s) + CB(s))(1 + L(s))

∆P (s)
]

Λ(s)(1 + Ω(s)∆P (s))

(25)

here Λ(s) = 1 + P(s)(CA(s) + CB(s))(1 + L(s)), Ω(s) =
P(s)(CA(s)+CB(s))(1+L(s))

1+P(s)(CA(s)+CB(s))(1+L(s)) .

According to the stability property analysis, it is not diffi-
cult to find that Λ(s) can be stabilized by satisfying Eqs. (18)
and (20). Therefore, to guarantee the robust stability of Ψ̃ (s),
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Fig. 3. Control diagram of the IR-2DOFC via ESMPO.

1 + Ω(s)∆P (s)) should be stable. Based on the small gain the-
orem [40], a sufficient condition for the robust stability of a
closed-loop system can be expressed asΩ(s)∆p(s)

 ≤ ∥Ω(s)∥
∆p(s)

 < 1 (26)

This implies that

∥∆P (s)∥∞

<

1 + P(s) (CA(s) + CB(s)) (1 + L(s))
P(s) (CA(s) + CB(s)) (1 + L(s))


∞

< ∥P(s) (CA(s) + CB(s)) (1 + L(s))∥∞

·

 1 +
1

P(s)(CA(s)+CB(s))(1+L(s))

P(s) (CA(s) + CB(s)) (1 + L(s))


∞

<

 1
P(s) (CA(s) + CB(s)) (1 + L(s))


∞

(27)

According to Eq. (27), the robust stability condition of Eq. (24)
can be obtained. Furthermore, as can be observed from Eq. (27),
reducing the model error between the control plant and the
nominal plant can enhance the robust stability. Thus, to improve
the robust stability of the IR-2DOFC, ESMPO is introduced, which
estimates the parameters of the control plant and ensures that
the nominal plant is as close as possible to the actual model.

4. Optimal design of the IR-2DOFC with ESMPO

It can be observed from Eq. (4) that the establishment of IR-
2DOFC is based on the model of the control plant. Hence, to
obtain the mechanism parameters of PMSM, ESM PO is designed
to distinguish these parameters and further compensate for the
multiple sources of disturbance. The overall control diagram of
the proposed control method is illustrated in Fig. 3.

4.1. Design of the ESMPO

Assume that the nominal model of the control plant and the
actual model has the following linear equation:

(Jn + ∆J)ω̇m = Te-(Bn + ∆B)ωm-TL (28)

where Jn and Bn are the initial moments of inertia and the viscous
friction coefficient, respectively, which can be considered to be
the nominal model of the controlled plant. TL represents the
external load. The two mechanical parameters can be obtained by
prior knowledge. ∆J and ∆B denote the model errors occurring
between the actual parameters and crude estimations.
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Based on Eqs. (2) and (28), the dynamic model having lumped
uncertainty and disturbance can be described as{
Jnω̇m = Te-Bnωm-d
d = ∆Jω̇m+∆Bωm+TL

(29)

where d represents the lumped uncertainty and external distur-
bance.

In the PMSM drive system, the sampling frequency of the
speed loop is much higher than the change rate of the disturbance
d. Thus, the first derivative of the lumped uncertainty and the
external disturbance d can be considered to be ḋ(t) = 0.

Combining Eq. (29) and ḋ(t) = 0, the following extended
state-space equation is obtained:⎧⎪⎪⎨⎪⎪⎩

[
ω̇m

ḋ

]
=

[
−Bn/Jn −1/Jn

0 0

][
ωm
d

]
+

[
1/Jn
0

]
Te

ωm =
[
1 0

] [
ωm
d

] (30)

Then, the extended sliding observer can be established as
follows [42]:[

˙̂ωm
˙̂d

]
=

[
−Bn/Jn −1/Jn

0 0

][
ω̂m

d̂

]
+

[
1/Jn
0

]
Te+

[
ϑ1(sω)
ϑ2(sω)

] (31)

where ω̂m denotes the estimated mechanical angular velocity, d̂
represents the estimated disturbance ϑ1(sω) and ϑ2(sω) are the
sliding mode control laws, and sω is the integral sliding surface
used to eliminate the steady state error and achieve precise speed
control, which can be given as

sω = eω + c
∫ t

0
eωdt (32)

where c > 0 is the integral constant, and eω = ωm − ω̂m denotes
the observed error of mechanical angular velocity.

Based on SMC theory, ϑ1(sω) and ϑ2(sω) can be expressed as⎧⎨⎩ϑ1(sω) = (c −
Bn

Jn
)eω + g(kω, ξ , sω)sign(sω)

ϑ2(sω) = −Lg(kω, ξ , sω)sign(sω)
(33)

here sign(�) is the switch function; L > 0 is the observed gain
hat can ensure the observed error converge to zero; g(kω, ξ , sω)
0 is the variable-gain coefficient adopted to reduce the chat-

ering phenomenon of SMC, which can be given as [19]

(kω, ξ , sω) = kω/[ξ + (1 + 1/ |sω| − ξ )exp(−δ |sω|)] (34)

n which kω is the switch gain; 0 < ξ < 1 is a parameter that
an reduce the chattering when system trajectory approaches the
liding-mode surface; δ > 0 denotes the exponential decay rate;
xp(·) is the exponential function.
By combining (30) and (31), the observed error of speed and

isturbance can be yielded as follows:[
ėω

ėd

]
=

[
−Bn/Jn −1/Jn

0 0

][
eω

ed

]
+
[
−ϑ1(sω)
−ϑ2(sω)

]
(35)

here ed = d − d̂ is the estimated error of disturbance.
In order to analysis the stability of the ESMPO, the following

yapunov function is introduced and given as

=
1
2
s2ω (36)

Differentiating V with respect to t we can obtain.
˙ =sω ṡω = sω(−ϑ1(sω) − Bneω/Jn+ceω − ed/Jn) (37)
=sω[−ed/Jn − g(kω, ξ , sω)sign(sω)]
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In order to ensure the finite-time Lyapunov stability theory,
the derivative of V should satisfy the condition V̇ < 0, that
requires

sω[−(g(kω, ξ , sω))sign(sω) − ed/Jn] < 0 (38)

where g(kω, ξ , sω) ≈ kω/ξ is the switch gain when the sliding
mode surface is far away from the equilibrium point.

Thus, to ensure the tracking trajectory reach the sliding mode
surface in a finite time, kω and ξ should be selected such that

kω

ξ
>

⏐⏐⏐⏐ edJn
⏐⏐⏐⏐ (39)

Once the kω and ξ are set as Eq. (39), the space trajectory of the
bserver can reach the sling surface and remain on it. Meanwhile,
he switch gain becomes g(kω, ξ , sω) ≈ kω |sω| /[(|sω|+1)], which
an suppress the chattering of SMC.
Furthermore, the speed error satisfies eω = ėω = 0 [19].

ubstituting this equation into Eq. (35) can derive the following
esult
eω = ėω = −g(kω, ξ , sω)sign(sω) − ed/Jn = 0
ėd = Lg(kω, ξ , sω)sign(sω)

(40)

Thus, we can obtain the following equation

ėd
L

=
−ed
Jn

(41)

Integrating both sides of the equation with respect to time t,
e can achieve the following result

d =
−L
Jn

∫ t

0
ėddt = χexp(

−L
Jn

t) (42)

where χ is an integral constant.
Noting that Jn > 0, it is simple to observe that the estimated

error will converge to zero as time t tends to infinity when L is
selected in the range of L > 0. Thus, the observer can precisely
observe the disturbance existing in the control system, and the
estimated result will also converge to the actual value.

4.2. Inertial parameter estimation

During the estimating process, a simple PI controller is de-
signed to regulate the speed. When estimating the inertia of the
PMSM, the command speed runs in a constant acceleration, Ca
and a deceleration operation −Cd. The minus sign indicates the
deceleration, which can be expressed as follows:⎧⎪⎪⎪⎨⎪⎪⎪⎩
d̂(t) =∆Jω̇m1(t)+∆Bωm1(t)+TL

=∆JCa+∆Bωm1(t)+TL
d̂(t + T1) =∆Jω̇m1(t + T1)+∆Bωm1(t + T1)+TL

= − ∆JCd+∆Bωm1(t + T1)+TL

(43)

where T1 is the interval between two different operating condi-
tions.

Given that ωm1(t) = ωm1(t + T1), we can obtain

d̂(t + T1) − d̂(t) = ∆J(Ca + Cd) (44)

It can be observed from Eq. (44) that the ESMPO can iden-
tify the inertia even when the viscous friction coefficient is not
precisely known. Then, the inertial error can be expressed as

∆J = (d̂(t + T1) − d̂(t))/(Ca + Cd) (45)

It is assumed that the parameters needed during parameter
identification are 0 ∼ iT1, and the values of Ca and Cd satisfy Cd =

C = C . To simplify the notation, acceleration and deceleration
a
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Fig. 4. The flow chart of parameter estimation.

Table 1
Parameters of PMSM.
Symbol Quantity Value and unit

L d–q frame inductance 0.0085 H
R Armature resistance 0.569 �

P Number of pole pairs 3
f Flux linkage 0.035 Wb
J Inertia 0.098 kg m2

TR Rated torque 10 N m
SR Rated speed 250 rpm
IR Rated current 7:00 AM
Pw Nominal power 5.5 kW
B Viscous friction coefficient 0.00185 N m s/rad

are noted as acceleration in this paper, then the actual inertial
value can be further simplified as

∆J = (d̂(t + T1) − d̂(t))/2C (46)

Thus, the actual value of inertia can be given as

J = ∆J + Jn (47)

4.3. Viscous friction coefficient estimation

To identify parameterB, the PMSM should work during zero-
acceleration at different speeds. When the PMSM runs at its first
steady-state speed ωm2(t), for an interval of T2 based on Eq. (29),
the observed disturbance can be expressed as{
d̂(t) = ∆Jω̇m2(t) + ∆Bωm2(t) + TL
d̂(t + T2) = ∆Jω̇m2(t + T2) + ∆Bωm2(t + T2) + TL

(48)

Owing to the fact that the PMSM operates in a zero-
cceleration state, we can obtain ω̇m2(t) = ω̇m2(t + T2) = 0. Thus,
q. (48) can be rewritten as

d̂(t) = ∆Bωm2(t) + TL
d̂(t + T ) = ∆Bωm2(t + T2) + TL

(49)

According to Eq. (49), the estimation of B can be further
xpressed as

∆B = (d̂(t + T2) − d̂(t))/(ωm2(t + T2) − ωm2(t))
B = Bn + ∆B

(50)

Based on the analysis described above, the designed ES MPO
an identify the mechanism parameters and can be used to opti-
ize the IR-2DOFC design. Meanwhile, the ESMPO can enhance

he disturbance rejection performance by estimating the load
isturbance while compensating it online. The overall process of
he parameter estimation is shown in Fig. 4.

. Simulation and experimental verifications

To verify the effectiveness of the proposed control strategy,
imulations and experiments were conducted using the MAT-
AB/Simulink. Table 1 lists the parameters of the PMS M proto-
ype.
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Fig. 5. Simulation results of inertial estimation with an acceleration of 1200 rpm2: (a) inertial estimation of J = Jn/10; (b) inertial estimation of J = 10Jn .
5.1. Simulation verification

5.1.1. Parameter estimation
The simulation verification of the proposed control strategy is

performed in the MATLAB/Simulink (Version: R201 6b). It should
be noted that the optimal IR-2DOFC cannot be established with-
out the ESMPO; hence, the parameter estimation is performed
using a non-optimal PI controller (kp = 20Jn, ki = 20Bn) first
in the speed loop; where Jn and Bn are the initial parameters to
design the ESMPO. The other parameters of the ESMPO are set
as kω = 38 000, c = 100, L = 30 000, ξ = 0.7 and δ = 100,
respectively. The intervals of T1 and T2 used for ESMPO are set
to 2.5 and 2 s, respectively, and the acceleration is determined
to be 1200 rpm2. Fig. 5 illustrates the simulation results of the
inertial estimation with J = 10Jn and J = Jn/10. It is worth
noting that the Jn and Bn remains fixed, and the parameters is only
changed in the controlled plant. It can be seen that the inertial
error can be estimated based upon the disturbance observed by
the ESMPO. Hence, the real value of inertia can be calculated
past an interval of T1. Fig. 6 demonstrates the viscous friction
coefficient estimating results as it changes from B = Bn/10 to
B = 10Bn. It can be observed that the ESMPO ensures that the
estimated value converges to the actual value by setting different
speeds at the range of iT2 ∼ (i + 1)T2, where i indicates the
ith interval with zero acceleration. After the precise parameters
are estimated, the IR-2DOFC is constructed using an optimized
manner. Then, the ESMPO can be considered to be a disturbance
and provide it as a feed-forward value to the IR-2DOFC.

5.1.2. Dynamic response evaluation
To highlight the proposed control method in terms of dynamic

response, PI and PI-ILC [37] controllers are employed for compar-
ison. Using the previous parameter identification, the optimal PI
controller [28] can be redesigned as follows:

iref = (kp +
ki
s
)(ωref − ωm(t)) (51)

where kp = ρJ , ki = ρB and ρ is a parameter that determines
the bandwidth of the PI controller, which is associated with
564
the settling time and disturbance suppression. J and B are the
observed values from the ESMPO.

To guarantee an equitable evaluation, the PI controller and the
IR-2DOFC are tuned to obtain a transient process having a fixed
settling time, which indicates ρ0 = λ−1. For example, ρ0 and λ

are set as 20 and 0.05, respectively. The forgetting factor α, and
the learning gain φ of the ILC are designated as 0.85 and 0.7,
respectively.

Fig. 7(a) demonstrates the transition process of the PI-ILC with
different ρ0. The optimal PI controller (blue trace) can ensure the
speed reaches the command value with the setting time of 0.2
s without overshoot. When the ILC controller is used in speed
loop, the trajectory (red trace) has the oscillation resulting an
overshoot of 16%, which extends the setting time to reach the
steady-state. The dynamic response can be improved by setting
a smaller ρ0; however, the bandwidth is decreased, and the
disturbance suppression is reduced. Therefore, the traditional PI
controller has difficulty balancing the dynamic response and the
disturbance suppression performance.

By comparing IR-2DOFC to PI-ILC, it provides better transition
regulation performance. it can be observed that the worst dy-
namic response with IR-2DOFC has the overshoot of 0.97%, and
the setting time is 0.267 s, which shows little change. Meanwhile,
it is worth noting that the tracking performance can be optimized
by tuning the |τ − λ| term to a large value with a fixed setting
time, which exemplifies the advantage of the proposed controller.

5.1.3. Disturbance suppression evaluation with external load
To validate the disturbance suppression performance of the

proposed control method, an external load of 1 N m was acted
upon the motor. It can be observed from Fig. 8(a) that the speed
with the PI controller had a large vibration and could not track
the reference speed during the load process. When the proposed
controller was used in the speed loop, the speed showed little
change; meanwhile, the speed could retrace the given value pre-
cisely and quickly. Fig. 8(b) illustrates the observed torque from
the ESMPO, where it can be seen that the ESMPO estimated the
external load and was used as a feed-forward component to reject
disturbances.
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Fig. 6. Simulation results of viscous friction coefficient estimation with a speed step of ±60 rpm: (a) viscous friction coefficient estimation of B = Bn/10; (b) viscous
friction coefficient estimation of B = 10Bn .

Fig. 7. Step response comparisons of PI-ILC and IR-2DOFC: (a) step response of PI-ILC with different values of ρ0; (b) step response of IR-2DOFC with different values
of τ . (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Fig. 8. Disturbance suppression evaluation: (a) simulation results of speed steady-state performance with sudden load; (b) curves of observed load disturbances with
ESMPO.

565
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Fig. 9. Simulation results of speed and FFT analyses with three control methods: (a) speed comparisons with PI, PI-ILC, and IR-2DOFC; (b) FFT analysis of the speed
with PI controller; (c) FFT analysis of the speed with PI-ILC; (d) FFT analysis of the speed with IR-2DOFC.
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5.1.4. Torque ripple suppression performance
The torque ripple is a function of the mechanical angle θm;

hus, to simulate the actual torque ripple in the PMSM, the
ollowing harmonic torques Th, were injected into the control
loop, given by

Th =0.2sin(θm) + 0.1sin(2θm) + 0.034sin(6θm)
+ 0.017sin(12θm) N m

(52)

The fast Fourier transform (FFT) was used to analyze the
ffect of the torque ripple on speed and output torque. Fig. 9(a)
llustrates the steady-state performance of the speed with three
ontrol methods. It can be seen that the speed ripples comprised
he 1st, 2nd, 6th, and 12th components, and their frequencies
ere the same as that of the torque ripples. From the FFT analysis,
he amplitudes of the 1st, 2nd, 6th, and 12th components with
he PI controller were 0.1105, 0.02781, 0.0031, and 7.98 × 10−4

pm respectively. The total harmonic distortion (THD) index was
sed to evaluate the speed and torque quality, which is expressed
s

HD =

√ n∑
i=1

(
Ai

ADC
)
2

=

√ n∑
i=1

(R)2/1002 (53)

here Ai and ADC represent the amplitudes of the ith harmonics
nd DC component, and R is the amplitude percentage of the
armonics relative to the DC component.
According to Eq. (53), the THD of the PI controller was 0.08%,

hich is pretty large. The speed ripple weakened the steady-state
erformance, which should have been suppressed by the high-
erformance drive system. Fig. 9(b) illustrates the FFT analysis
566
ith PI-ILC, demonstrating that the amplitudes of the 1st and 2nd
armonics were reduced to 0.0969 and 0.02707 rpm, respectively.
eanwhile, the 6th and 12th components were decreased to
.00298 and 7.83 × 10−4 rpm. The THD was reduced to 0.06%.
he quality of the speed was improved to some degree. However,
he harmonic amplitude was still large. When the IR-2DOFC was
mployed in the speed loop, the speed steady-state performance
as further improved, and the 1st, 2nd, 6th, and 12th compo-
ents were decreased to 0.0082, 0.00796, 0.0035, and 6.8 × 10−4

rpm, respectively. The THD was decreased to 0.01%.
Fig. 10 illustrates the simulation results of the output torque

and the FFT analysis with the aforementioned control strategies.
The amplitudes of the harmonic torque corresponding to the 1st,
2nd, 6th and 12th PI controllers were 0.198, 0.100, 0.0334, and
0.0168 N m, respectively. It is worth noting that the amplitudes of
these harmonic torques were near the amplitude of the injected
harmonic torque. Therefore, we can conclude that the pure PI
controller had limited ability to reject the torque ripple of a real
drive system. When the PI-ILC controller was used, the output
torque was enhanced, and the 1st, 2nd, 6th, and 12th amplitudes
dropped to 0.163, 0.0957, 0.0328, and 0.0166 N m, respectively.
The torque ripple with the PI-ILC was decreased by 14.75%, but
it was still large. Through a comparison of the PI and the PI-
ILC, the IR-2DOFC effectively suppressed the torque ripple, and
their harmonic components decreased to 0.014, 0.028, 0.0311,
and 0.0158 N m, respectively. It was observed that the IR-2DOFC
had better torque-ripple suppression compared with the PI and
PI-ILC controllers. The simulation results of the speed and output
torque are summarized in Table 2.
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Fig. 10. Simulation results of the output torque and FFT analysis with three control methods: (a) output torque comparisons with PI, PI-ILC, and IR-2DOFC; (b) FFT
analysis of the output torque with a PI controller; (c) FFT analysis of the output torque with PI-ILC; (d) FFT analysis of the output torque with IR-2DOFC.
Table 2
Simulation results of the three control methods.
Harmonic order 1st 2nd 6th 12th THD (%)

Speed (rpm)
PI 0.1105 0.02781 0.0031 7.9 8×10−4 0.08
PI-ILC 0.0969 0.02707 0.00298 7.83 ×10−4 0.06
IR-2DOFC 0.0082 0.00796 0.0035 6.8 ×10−4 0.01

Output torque
(N m)

PI 0.198 0.1 0.0334 0.0168 188.36
PI-ILC 0.163 0.0957 0.0328 0.0166 160.56
IR-2DOFC 0.014 0.028 0.0311 0.0158 60.37

5.2. Experiments verification

To validate the effectiveness of the proposed control strategy
n a real drive system, the experiments were carried out us-
ng DSP-TMS320F28335 and FPGA-EP3C40F324-based hardware
latforms. The digital signal processing (DSP) was adopted to
ealize the algorithms of the proposed controller and the space-
ector pulse-width modulation. A field-programmable gate array
FPGA) was used to generate the control signals of the insulated-
ate bipolar transistor that would receive the code value from
he encoder. The bus voltage of the inverter was 48 V, and the
ampling frequency of the speed loop was set to 1000 Hz. The
MSM control structural diagram and setups are illustrated in
igs. 11 and 12, respectively. The PMSM parameters that were
sed are listed in Table 1.

.2.1. Parameter estimation
Fig. 13(a) presents the estimation result of inertia using

SMPO; it can be seen that inertia J , can be identified when dif-
erent accelerations are adopted. From the experimental results,
567
Fig. 11. Structural diagram of the PMSM servo system.

Fig. 12. PMSM servo system setups.

it can be seen that the estimated value of ESMPO converged to
0.11 kg m2. Fig. 13(b) presents the estimation results for the
viscous friction coefficient B, which ensures that the motor runs
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Fig. 13. PMSM servo system setups.
Fig. 14. Experimental results of step response evaluation of PI-ILC and IR-2DOF-IMC: (a) step response of PI-ILC with different values of ρ0; (b) step response of
IR-2DOFC with different constant values of τ .
at varying speeds with zero acceleration. The estimated value
finally converges to 0.0023 N m s/rad. The estimated mechanism
parameter of the motor is employed to design the optimal PI
controller and IR-2DOFC. Meanwhile, the disturbance can be
observed in the two testing conditions, indicating that the esti-
mated load torque can be utilized as a disturbance compensation
technique for the speed loop.

5.2.2. Dynamic response evaluation
Fig. 14 exhibits the dynamic response of parameter tuning

results with PI, PI-ILC, and IR-2DOFC. As can be seen in Fig. 14(a),
the transition process having an optimal PI controller can track
the given value, and the maximum overshoot reaches 8.6%. When
the PI-ILC controller is used in the speed controller, a larger over-
shoot with 17.5% is produced in the dynamic response, producing
a larger settling time for the PI velocity controller. The overshoot
can be decreased by setting a smaller time constant ρ. How-
ever, the bandwidth is reduced. Through a comparison thereof
with the PI-ILC, the proposed IR-2DOFC exhibits better transition
performance. It can be seen from Fig. 14(b) that the dynamic
response with IR-2DOFC can improve the dynamic response while
maintaining a fixed settling time. When parameter τ0 tunes to 2τ ,
the overshoot drops to a value of 2.05%. It is thus obvious that
the proposed IR-2DOFC can guarantee better transition regulation
performance compared with PI and PI-ILC velocity controllers.
568
5.2.3. Disturbance suppression evaluation with external load
To verify the effectiveness of the disturbance rejection per-

formance of the IR-2DOFC, an external load of 1.2 N m is acted
upon the motor when it is operated in a steady state. As can be
seen from Fig. 15, the load disturbance results in a maximum
steady-state error of 9.4 rpm when the PI controller is used.
Through combination of the ESMPO and PI controller, the max-
imum steady-state error decreases to 7.28 rpm. It is apparent
that the ESMPO contributes to the compensation of disturbances,
and it improves the disturbance rejection for external loads.
When the proposed control method was employed in a speed
loop, the maximum steady-state error further reduced to 6.62
rpm. Meanwhile, the time required to return to steady state was
smaller than that of pure and ESMPO-based PI controllers. Hence,
the proposed controller can achieve satisfactory disturbance sup-
pression performance for external loads, and the effectiveness of
the proposed controller is validated.

5.2.4. Torque ripple suppression performance
To analyze the components of speed ripple, the data from the

steady-state period of 20–35 s was employed to obtain the THD
values caused by the 1st, 2nd, 6th and 12th harmonics torques,
and the speed waveform is illustrated in Fig. 16(a). According to
the FFT analysis, the amplitudes of the 1st, 2nd, 6th, and 12th
speed ripples with the PI controller were 0.956, 0.0543, 0.0378,
and 0.0274 rpm, respectively, and the DC component was 44.64
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Fig. 15. Experimental results of the disturbance rejection performance: (a) speed steady-state performance with sudden load; (b) curves of observed load disturbance
with ESMPO.
Fig. 16. Experimental results of speed ripple with PI controller, PI-ILC, and IR-2DOFC. (a) Actual speed curves with three controllers. (b) FFT analysis of speed with
PI controller. (c) FFT analysis of speed with PI-ILC. (d) FFT analysis of speed with IR-2DOFC.
rpm. Additionally, the THD reached a value of 2.14%. When the
PI-ILC speed controller was used, these harmonic components
decreased to 0.063 (1st), 0.044 (2nd), 0.031 (6th), and 0.0204
rpm (12th), respectively. The DC component was 45.12, and the
THD reduced by 88.78% compared with the PI controller. When
the proposed IR-2DOC was utilized, the 1st, 2nd, 6th, and 12th
harmonics were further decreased by 95.39%, 41.97%, 21.43%, and
38.19%, respectively. The DC speed value was 44.95 rpm, and the
THD decreased to 0.151%.

Fig. 17 demonstrates the output torque curves from three
ontrol methods and their FFT analyses. It can be seen from
ig. 17(a) that the output torque with the PI controller shows a
arge harmonic torque. The DC torque is 0.43 N m, and the 1st,
nd, 6th, and 12th harmonic contents are 0.031, 0.0224, 0.021,
nd 0.0198 N m, respectively. The THD reached a value of 11.14%,
hich is quite large. When the PI-ILC is used for the speed loop,
he 1st, 2nd, 6th, and 12th harmonic components decreased to
.0302, 0.021, 0.019, and 0.0176 N m. The DC component was
569
0.425 N m, and the THD decreased to 10.56%. Fig. 17(d) exhibits
the FFT analysis of the output torque with the proposed IR-
2DOFC, it can be observed that the DC torque was 0.3826 N m,
and the THD values dropped to 8.9%. The 1st, 2nd, 6th, and 12th
harmonic torques were reduced to 0.0265, 0.0154, 0.0125, and
0.0078 N m, respectively. It can be concluded that the proposed
controller provides a better torque ripple suppression perfor-
mance in comparison with PI and PI-ILC. These experimental
results are concluded in Table 3.

6. Conclusion

This paper proposed an enhanced robust 2DOFC that utilizes
a series-connected ILC and an ESMPO to attenuate the torque
ripples and the unmodeled disturbances of the speed loop. The
2DOFC was designed to improve the dynamic response that is
otherwise weakened by the ILC and guarantee certain robust-
ness to the disturbance in speed loop. The ILC having a series
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Fig. 17. Experimental results of the output torque and FFT analysis with three control methods: (a) output torque with control methods; (b) FFT analysis of the
output torque with PI controller; (c) FFT analysis of the output torque with PI-ILC; (d) FFT analysis of the output torque with IR-2DOFC.
Table 3
Experimental results of the three control methods.
Harmonic order 1st 2nd 6th 12th THD (%)

Speed PI 0.956 0.0543 0.0378 0.0274 2.14
(rpm) PI-ILC 0.063 0.044 0.031 0.0204 0.24

IR-2DOFC 0.044 0.0386 0.0297 0.0178 0.151

Output PI 0.031 0.0224 0.021 0.0198 11.14
torque PI-ILC 0.0302 0.021 0.019 0.0176 10.56
(N m) IR-2DOFC 0.0265 0.0154 0.0125 0.0078 8.9

connection control structure was used to suppress the periodic
disturbance resulting from the electrical and mechanical factors.
To reduce the model errors and to ensure the robust stability of
the IR-2DOFC, the ESMPO was established, which not only esti-
mates the mechanical parameters but also decreases the impact
of multiple-source disturbances on the steady-state performance.
The proposed method has the potential for application to PMSM
systems with torque ripple and parameter variations, particularly
for the cases where the inertial and viscous friction parameters of
the motor drive systems should be estimated on line.
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