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Abstract
This paper describes a pedestrian re-identification algorithm, which was developed by integrating semi-supervised learning
and similarity-preserving generative adversarial networks (SPGAN). The pedestrian re-identification task aimed to rapidly
capture the same target using different cameras. Importantly, this process can be applied in the field of security. Because
real-life environments are complex, the number of detected identities is uncertain, and the cost of manual labeling is high;
therefore, it is difficult to apply the re-identification model based on supervised learning in real-life scenarios. To use
the existing labeled dataset and a large amount of unlabeled data in the application environment, this report proposes a
semi-supervised pedestrian re-identification model, which combines a teacher–student model with SPGAN. SPGAN was
used to reduce the difference between the target domain and the source domain by transferring the style of the labeled
dataset from the source domain. Additionally, the dataset from the source domain was used after the style transfer to pre-
train the model; this enabled the model to adapt more rapidly to the target domain. The teacher–student model and the
transformer model were then employed to generate soft pseudo-labels and hard pseudo-labels (via iterative training) and
to update the parameters through distillation learning. Thus, it retained the learned features while adapting to the target
domain. Experimental results indicated that the maps of the applied method on the Market-to-Duke, Duke-to-Market,
Market-to-MSMT, and Duke-to-MSMT domains were 70.2, 79.3, 30.2, and 33.4, respectively.
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1 Introduction

The task of pedestrian re-recognition involves evaluating a
pedestrian image taken by a camera, and then re-identifying
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that pedestrian from a large number of images captured
by different cameras. This process can be widely applied
in the field of security and has recently emerged as a
research hotspot in the field of computer vision. Pedestrian
re-recognition tasks can be deconvoluted into two processes:
feature extraction and feature matching. Because the images
captured by different cameras have large differences in
terms of the background, brightness, camera resolution, and
other parameters, feature extraction and feature matching
processes face significant challenges. The key to attaining
pedestrian re-identification (re-ID) lies in extracting robust
feature representation.

Conventional pedestrian re-recognition based on super-
vised models can achieve suitable performance in each
dataset; however, this approach is not robust, and it has
difficulty adapting to the application environment after
training. In general, models based on supervised learn-
ing are difficult to apply in real environments because of
the uncertain number of identities during real-life appli-
cations and the high cost of manual labeling. More-
over, in the field of pedestrian re-identification, a large
amount of unmarked data can be obtained; therefore,
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semi-supervised pedestrian re-identification technology is
required.

In recent years, four main strategies have been employed
for target re-identification based on unsupervised learning:
(1) method based on pseudo-labeling; (2) method based
on image generation; (3) method based on instance
classification; (4) method based on domain adaptation.

Considering that there are already many available labeled
datasets, and a significant amount of unlabeled data can
be obtained during pedestrian re-identification tasks, this
study used unsupervised domain-adaptive methods for
modeling. First, similarity-preserving generative adversarial
networking (SPGAN) was used to adapt the style of the
source domain image to make it closer to the target
domain style. Then, ResNet-50 was used to extract the
discriminative features shared by the target domain and the
source domain.

Next, a clustering algorithm was used to generate
pseudo-labels for the unlabeled target domain images.
Considering that the number of identities is uncertain in
real application scenarios, we used density-based spatial
clustering of applications with noise (DBSCAN) to generate
pseudo-labels. To minimize the influence of the noise
contained in each pseudo-label and to reduce the impact
of the hard pseudo-label, this study applied the predicted
value of the network as a soft pseudo-label instead of
the output in a one-hot format. Meanwhile, to avoid
the network’s predicted value being used directly under
the network’s own supervision, this study implemented a
teacher–student model, which involved constructing two
networks for collaborative training and ensuring the relative

independence of the two networks. This principle is
illustrated in Fig. 1.

The ENC [1] described three characteristics of pedes-
trian re-identification tasks, i.e., exemplar invariance, cam-
era invariance, and neighborhood invariance, which are
presented in Fig. 2.

The task of this article is to build a semi-supervised
pedestrian re-recognition system based on the teacher-
student model and SPGAN. The main challenges we face
are:

1. The noise of the pseudo-label will interfere with the
training of the neural network.

2. The loss function needs to consider instance invari-
ance, camera invariance and neighborhood invariance.

3. How to improve the decoupling ability of the network
framework and the robustness in application scenarios.

4. How to provide reliable pre-training network for
teacher-student model.

Based on the above issues, the main contributions of this
article are divided into three aspects:

1. In response to problems 1 and 2, we propose a new
compound loss function, which makes the teacher-student
model pay attention to the three characteristics of the
pedestrian re-recognition task during the training process,
and reduces the noise of pseudo-label.

2. In order to solve problem 3, we introduced Trans-
former to adjust the structure of ResNet to improve the
decoupling ability of ResNet in the task of pedestrian
re-recognition.

3. By introducing SPGAN into the teacher-student
model, it provides the pre-training network with a labeled

Fig. 1 The principle of network collaborative training via the teacher–
student model. In the training process, the probability of each identity
obtained after classification is used as a soft pseudo- label. Com-
pared with the labels generated directly by the clustering algorithm, the
use of soft pseudo-labels can find elucidate the relative relationships

between different identities and reduce the noise caused by the defects
of the clustering algorithm itself. By using two networks for collabora-
tive training, it is possible to prevent the label generated by the network
from directly supervising itself, and to ensure the independence of the
two networks
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Fig. 2 Three characteristics of
pedestrian re-identification
tasks: (a) the distance between
individuals should be increased;
(b) the distance between
different cameras capturing the
same individual should be
shortened; (c) the distance
between similar individuals
should be shortened

data set similar to the image style of the target domain, and
then provides a better pre-training model for the teacher-
student model.

2 Related work

2.1 Re-ID via generating pseudo-labels

The re-ID method based on generating pseudo-labels
involved generating high-quality pseudo-labels for unla-
beled data to train and update the network. Yu et al. [2]
proposed a soft label-based learning method to overcome
the challenge of unsupervised pedestrian re-identification.
This method generated pseudo-labels by supplementing the
dataset with labeled data. Specifically, a cluster center was
generated for each class in the target domain, and then, a
vector was generated according to the similarity between
each unlabeled sample and each class. Then, the similar-
ity between these datasets was calculated. Yang et al. [3]
proposed a discriminative feature learning method based
on blocks. This method first brought similar images closer
together, and pushed dissimilar images away. Then, the
original image after style transfer was considered as a pos-
itive sample, and the most difficult negative samples were
identified. Finally, the system was optimized based on the
triplet loss. Fu et al. [4] used a DBSCAN clustering algo-
rithm to cluster the unlabeled data based on the features
extracted from the source domain, and then applied the
triple loss technique for training. Ding et al. [5] proposed
a clustering method based on the degree of dispersion to
cluster the target domain samples. This clustering method
not only considered the differences between individuals, but
also the compactness of similar individuals. Compared with
alternative clustering methods, this approach more widely

captured the relationship between multiple samples and
effectively dealt with the problems caused by unbalanced
data distribution.

Currently, the generation of pseudo-labels has become
a mainstream technical route. This method involves clear
steps and achieves good performance (similar to that of
supervised learning methods). However, as their name
suggests, pseudo-labels are not real, and they contain noise.
Therefore, improving the quality of pseudo-labels and the
effective use of tags is required for such methods, e.g., by
improving the extraction and analysis of features so that
the clustering algorithm can generate more accurate labels,
or using the extracted features as soft labels to reduce the
influence of pseudo-label noise.

2.2 Re-ID via generating images

Recently, with the rapid development of generative adver-
sarial networks (GAN), researchers have tried to solve the
problem of pedestrian re-identification from the perspec-
tive of style transfer. Huang et al. proposed SBSGAN [6],
which removes the background area of an image by gen-
erating a soft mask. This method can effectively suppress
the errors of the image segmentation method. Zhong et al.
[7] developed StarGAN [8] to transform images captured
with different camera styles in the target domain. The pos-
itive samples obtained in the training process adopted the
style of the same camera, which combined with the origi-
nal target domain image, the source domain image, and the
transformed image to generate a triplet to train the neural
network. Wei et al. proposed PTGAN [9] to transfer images
from the source domain to the target domain. This method
introduced the pedestrian background segmentation image
on the basis of CycleGAN [10] to verify the consistency of
the pedestrian area before and after the style transfer. The
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SPGAN [11] proposed by Deng et al. (based on CycleGAN)
increased similarity preservation for the characteristics of
an unchanged identity before and after conversion; this
approach made the generated image more reasonable.

This type of approach relies on the quality of the images
generated by the GAN, but images from surveillance videos
generally exhibit poor quality and noise, which causes the
quality of the image after the style transfer to be unstable.
However, this method makes full use of the image in the
source domain, so it is essentially complementary to the
method based on pseudo-labels. Therefore, this type of
method must use images in the application scene to further
improve the model after the style transfer. This enables
the model to be transferred to the application environment,
and the robustness of the model in the application scene is
improved.

2.3 Re-ID via exemplar classification

This type of re-ID method focuses obtaining and utilizing
better relationships between samples. Zhong et al. [12]
proposed a prediction method based on graph neural
networks to determine whether two samples were real
neighboring samples. Ding et al. [13] selected nearby
samples by setting a distance threshold. Considering that the
imbalance of adjacent samples for each instance can lead
to bias in learning, they suppressed this phenomenon by
applying a loss function.

Although this method demonstrates superior perfor-
mance, the relationship between samples requires further
research. For example, it is necessary to design an effective
loss function so the model can learn more nuanced feature
relationships among samples in order to not be limited to
whether or not they are the same sample.

2.4 Re-ID via unsupervised domain adaptation

This method based on unsupervised domain adaptation
(UDA) follows the traditional domain-adaptive framework,
aims to eliminate or reduce the differences between
domains, and transfers discriminative information in the
source domain to the target domain.

Both Delorme et al. [14] and Qi et al. [15] proposed
camera-based GAN methods to solve the problem of data
distribution differences in cross-domain pedestrian re-ID
tasks. Ge et al. [16] used network joint training to ensure
independence between the two networks and employed
soft labels to alleviate the noise problem of the clustering
algorithm. However, the integrated loss function considered
only the differences between different samples but not the
neighbor invariance.

Compared with methods based on pseudo-labels or
instance-based classification, this approach achieves lower
performance. However, in pedestrian re-recognition tasks, it
shows that the effect of transferred learning is better at the
feature level than at the image level.

According to above works, the main challenge for
pedestrian re-identification is how to effectively use labeled
source domain data sets and a large number of unlabeled
images in application scenarios. In the existing methods,
Re-ID via generating pseudo-labels directly ignores the
noise of pseudo-label generated by the clustering algorithm.
And Re-ID via generating images can only generate
images similar in style to the target domain image. It
is not the image in the application scenario, so it also
contains noise. This also leads to the performance of the
network after training cannot meet the requirements of
the application. Although the method based on domain
adaptation focuses on distinguishing different samples,
we need to make the model notice that there are some
similar discriminative features between similar samples,
which is the neighborhood invariance. Based on the
above challenges, we propose our model to alleviate these
problems, which will be introduced in Section 3.

3 Proposedmethod

The method proposed herein has three stages. First, SPGAN
is used to transfer the style of the source domain dataset,
which makes the sample style of the source domain dataset
similar to that of the target domain sample. Additionally,
the samples from the source domain dataset after the style
transfer are independent of any samples in the target domain
dataset. Then, supervised training is conducted on the
source domain data to search for discriminative features
shared between the target domain and source domain
datasets. Finally, a clustering algorithm is used to generate
labels for the unlabeled data, and the teacher–student model
is applied to update the parameters of the network. In this
way, the model gradually adapts to the sample style of the
target domain dataset.

3.1 SPGAN

SPGAN is a learning framework based on style transfer
and composed of a Siamese network (SiaNET) and a
CycleGAN. Through the coordination between these two
networks, SPGAN can generate samples that adopt the
style of the target domain while maintaining their identity
information, so that the network can converge faster in the
teacher–student model.
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3.1.1 CycleGAN

The main principle of CycleGAN is that when an image
is transferred from the style of dataset A to the style
of dataset B, the new image should form an image
similar to the original via the second style transfer, and
the main information is retained. This concept is shown
schematically in Fig. 3.

We proposed that the discriminator DY could effectively
determine whether the object is in the style of the target
domain Y. At the same time, the generator G(X → Y)
was used to effectively generate images in the style of the
target domain Y. The loss function involving the generator
G(X → Y) and the discriminator DY is shown in (1),

LYGAN(G, DY , X, Y ) = Ey∼py[(DY (Y ) − 1)2]
+Ex∼px[DY (G(X))2] (1)

where px and py represent the sample distribution of the X
and Y datasets, respectively.

Similarly, the loss function involving the generator F and
the discriminator DX is shown in (2):

LXGAN(G, DX, Y, X) = Ex∼px[(DX(X) − 1)2]
+Ey∼py[DX(F(Y ))2] (2)

In particular, the discriminator D, is used to determine
whether the style of the image after the style transfer is
similar to the style of the image in the target domain.

We also proposed that an image could be restored to
one that was similar to the original image by using another

generator after the style transfer. The loss function for this
case is shown in (3):

Lcyc(G, F ) = Ex∼px[‖F(G(X)) − X‖1]
+Ey∼py[‖G(F(Y )) − Y‖1] (3)

According to the ablation experiments (Section 4.3,
vide infra), the source domain and the target domain
share common discriminative features, which supports
the effectiveness of the UDA method. Therefore, while
satisfying the above conditions, the original image should
retain the information of the original image as much as
possible after the style transfer, giving the loss function
shown in (4):

Lid(G, F, X, Y ) = Ex∼px[‖F(X) − X‖1]
+Ey∼py[‖G(Y) − Y‖1] (4)

3.1.2 SiaNet and the Loss Function of SPGAN

For the SPGAN, the sample should retain the information
contained in the original sample after the style transfer
is complete, and it should be independent of any sample
in the target domain (in terms of the exemplar invariance
and camera invariance in the re-ID task). Therefore, adding
SiaNet on the basis of CycleGAN can constrain the learning
process of the mapping function (Fig. 4).

The similarity preservation loss function employed to
train SiaNet is shown in (5),

Lcon(i, x1, x2) = (1 − i){max(0, m − d)}2 + i ∗ d2

m ∈ [0, 2] (5)

where x1 and x2 are a pair of input vectors, d is the
Euclidean distance between those two vectors, i indicates

Fig. 3 The defining principles
of CycleGAN.When the style
transfer is performed on the
source domain dataset, the style
of the resulting image should be
the same as the style of the
target domain; after the second
style transfer, the original image
should still retain the
information of the source
domain. The same should be
true for the style transfer from
the target domain to the source
domain
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Fig. 4 The principle of SPGAN: First, the style of the source domain
image is transferred based on the image style of the target domain.
Note that the image after the style transfer does not belong to any

category in the target domain. Then, SiaNet is used to constrain the
learning process of the mapping function

whether x1 and x2 are a pair of positive samples (i = 1
indicates positive samples; i = 0 indicates negative samples),
m represents the discrimination boundary between positive
and negative samples in the feature space (when m = 0,
negative samples are ignored by the loss function and cannot
be introduced into back propagation; when m ¿ 0, both
positive and negative samples will be introduced by the
loss function) and determines the proportion of positive and
negative samples in the loss function.

3.1.3 Loss Function of SPGAN

Through the loss function of SiaNet, it is possible to reduce
the distance between positive sample pairs and increase
the distance between negative sample pairs. Therefore, the
overall loss function of SPGAN is shown in (6),

LSPGAN = LXGAN + LYGAN + λ1Lcyc + λ2Lid + λ3Lcon

(6)

where λ1, λ2, and λ3 are the weights that control the
relationship between the four loss functions (Fig. 5).

After the introduction of SPGAN to process the source
domain data set, the pre-training model can be provided
with pictures that are more similar in style to the target
domain, thereby improving the reliability of the pre-training
model. From Fig. 6 of the 4.3 ablation experiment, it
can be found that when the model is pre-trained using
the data set generated by SPGAN, although the accuracy
of the pre-training model cannot meet the needs of the
application, the pre-training model can achieve higher
performance. Furthermore, we can conclude that compared
to directly using the source domain data set, using the
SPGAN-processed data set can provide a small amount of
information unique to the target domain for the pre-training
model, and improve the reliability of the pre-training
model.

3.2 Teacher–student model

The teacher–student model comprises two steps. First, a
clustering algorithm is used to generate pseudo-labels, and
then, those pseudo-labels are used for collaborative training
of the network. This process is illustrated in Fig. 5.

3.2.1 Pre-training of teacher–student model

The most recent UDA methods focus on pre-training the
source domain dataset to identify common discriminative
features and gradually adapting to the environment of the
target domain via transfer learning. Although it is difficult
for the network to achieve satisfactory performance after
pre-training (i.e., because of distinct camera parameters,
brightness, environments, and other factors), the ablation
experiments described in Section 4.3 (vide infra) indicated
that while the network is trained in the source domain, the
accuracy of the target domain gradually increases. SPGAN
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Fig. 5 Principles of the
teacher–student model. Stage 1:
Use SPGAN to transfer the
image style of the source
domain dataset to the target
domain dataset. Stage 2:
Pre-train the model with the
source domain data set after the
style transfer. Stage 3: Use the
teacher–student model to train
the network to adapt to the
unlabeled target domain dataset

is more suitable for determining the common discriminative
features while retaining the source domain information, and
this approach can also help the teacher–student model learn
faster.

The loss function of the traditional UDA-based re-ID task
consists of a classification loss function and a triplet loss
function, as shown in (7) and (8), respectively:

Ls
id(θ) = 1

Ns

Ns∑

i=1

Lce(C
s(F (xs

i |θ)), ys
i ) (7)

In Eq. 7,Ls
id(θ) represents the classification loss function

of the source domain; Ns represents the sample size of the

sourcedomain;Lce is the cross entropy loss function;F(xs
i |θ)

is the feature extracted by the pre-training network;
Cs(F (xs

i |θ)) is the source domain classifier, which deter-
mines whether the output result of the pre-training model is
the label of the corresponding sample; and ys

i represents the
label of the i-th sample of the source domain.

Ls
tri(θ) = 1

Ns

Ns∑
i=1

max(0, ||F(xs
i |θ) − F(xs

i,p|θ)||
+m − ||F(xs

i |θ) − F(xs
i,n|θ)||)

(8)

In (8), Ls
tri(θ) represents the triplet loss function of the

source domain; xs
i,p represents the positive i-th sample;
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Fig. 6 Comparison of the mAP curves of the source domain dataset
and the target domain dataset in the pretraining phase

xs
i,n represents the negative i-th sample; m represents the

threshold between the positive and negative samples; and
||.|| designates the normal form distance.

The pre-trained loss function is shown in (9),

Ls
pre(θ) = (1 − λ)Ls

tri(θ) + λLs
id(θ) (9)

where λ represents the weight relationship between the
classification function and the triplet loss function.

In the pre-training model, the basic framework comprised
a ResNet [17] based on an IBN-Net [18] proposed by
Pan et al. for improving the performance of cross-domain
transfer learning. Considering that each extracted feature is
determined considering global features, a transformer [19]
was used to replace the final convolutional layer.

The advantage of the Transformer module is that it can
process features in parallel. As in the case of CNN , the
same knowledge should be used for all image locations. The
transformer also uses the Seq2seq [20] concept to ensure
that the new features of each output are obtained after
summarizing and analyzing the global features.

The calculation process of Transformer involved (10–14):

A = Sigmoid(X + Station) (10)

Q = WqA + bq (11)

K = WkA + bk (12)

V = WvA + bv (13)

Output = sof tmax(
QKT

√
dk

)V (14)

In (10), A represents the activation of input X after adding
the position weight matrix Station. The transformer function
maps a query and a set of key-value pairs to an output,
wherein the query, keys, values, and outputs are all vectors.

In the transformer, the matrix Q contains a set of queries
packed together. Keys and values are also packed together
into matrices K and V, respectively, where dk denotes the
dimension of the keys.

3.2.2 Updating parameters via distillation learning

When constructing the teacher–student model, it is impor-
tant to pay attention to the following five issues:

1. Because pseudo-labels are not real labels, directly
using the labels generated by the clustering algorithm
will impact the accuracy of the results. Moreover, the
imperfection of the clustering algorithm causes the label
itself to be noisy.

2. The model cannot supervise itself using the pseudo-
labels that it generates. This does not achieve a learning
effect, but will rather diverge the learning results.

3. While updating the parameters, it is important to avoid
forgetting the learned knowledge while adapting to the
target domain.

4. Re-ID is an open class problem, so the number of
identities in the task is unknown.

5. During the training process, the three characteristics of
the re-ID task (i.e., exemplar invariance, camera invariance,
and neighbor invariance) must be considered.

From the ablation experiments (Section 4.3, vide infra),
it was clear that the pseudo-labels generated by K-means
and DBSCAN led the model to achieve similar levels of
accuracy; however, DBSCAN could cluster dense datasets
with any pore size distribution and find abnormal points
while clustering, while involving no bias in the clustering
results. Therefore, this approach is not affected by the
position of the initial cluster center (as with K-means).
Therefore, to control the model to pay attention to the open
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class characteristics during the learning process, DBSCAN
was selected to generate pseudo-labels.

To prevent the model from using clustered pseudo-labels
for self-supervision, a collaborative training network was
built. The same input from each batch underwent two diffe-
rent data enhancements, and the output results supervised one
another. This method guaranteed the independence between
the two networks. In particular, after each training, the network
will only retain the better performance parameters in the target
domain; therefore, in essence, only one network was trained.

To retain the discriminative features learned in the
pre-training and subsequent training steps of the learning
process, this study applied the idea of distillation learning to
update the parameters. The parameter update formulas are
presented as (15),

E(T )[θ1] = αE(T −1)[θ1] + (1 − α)θ1
E(T )[θ2] = αE(T −1)[θ2] + (1 − α)θ2

(15)

whereE(T )[θ1] andE(T )[θ2] represent the parameters of the
previous epoch, i.e., E(0)[θ1] = θ1, E(0)[θ2] = θ2; and α,
with the range (0,1], represents the proportion of distillation
learning required to retain old knowledge each iteration.

To reduce the noise caused by the pseudo-label itself during
the learning process, the classification loss function and triple
loss function based on the soft pseudo-label were introduced.
The soft pseudo-label represents the probability that the output
result corresponds to each identity. The classification losses
based on soft pseudo-labels were determined using (16),

Lt
sid (θ1|θ2) = − 1

Nt

Nt∑
i=1

(Ct
2(F (x′t

i |E(T )[θ2])).logCt
1(F (xt

i |E(T )[θ1])))

Lt
sid (θ2|θ1) = − 1

Nt

Nt∑
i=1

(Ct
1(F (xt

i |E(T )[θ1])).logCt
2(F (x′t

i |E(T )[θ2])))
(16)

where Ct
j (F (xt

i |E[θ1])) represents the target domain classi-

fier based on theE(T )[θj ] parameter in the j-th network; and
x′t

i and xt
i represent the two data enhancements of the i-th

sample of the target domain.
The triplet loss functions based on soft labels are

represented by (17):

Lt
stri(θ1|θ2) = 1

Nt

Nt∑
i=1

Lbce(τi(θ1), τi(E
(T )[θ2]))

Lt
stri(θ2|θ1) = 1

Nt

Nt∑
i=1

Lbce(τi(θ2), τi(E
(T )[θ1]))

(17)

τi(θ) = exp(||F(xt
i |θ) − F(xt

i,n|θ)||)
exp(||F(xt

i |θ) − F(xt
i,p|θ)|| + ||F(xt

i |θ) − F(xt
i,n|θ)||) (18)

The soft triplet loss function can be used to shorten
the distance between the sample and the positive sample,
and extend the distance between the sample and the
negative sample. However, the triplet loss function and
the classification loss function do not consider bringing
similar samples closer together. That is, only the exemplar
invariance and camera invariance are considered, but the

neighbor invariance is not considered. Therefore, it is
necessary to introduce a loss function that narrows the
distance between similar samples, as shown in (19),

Lpush(θ1|θ2) =
Nt∑
i=1

(F (xt
i |E(T )[θ1]) − C(yt

i ))

Lpush(θ2|θ1) =
Nt∑
i=1

(F (xt
i |E(T )[θ2]) − C(yt

i ))

(19)

where C(yt
i ) is the feature vector of the cluster center of

a certain class. Considering that this method employs the
DBSCAN algorithm, the cluster center is the center of the
nearest n points of the same type in the current sample (i.e., a
mini-K-means-based clustering space is established for each
point in each cluster of DBSCAN). Then, the loss function
can be summarized as shown in (20),

L(θ1, θ2) = β1((1 − λt
id )(Lt

id (θ1) + Lt
id (θ2)) + λt

id (Lt
sid (θ1|θ2)

+ Lt
sid (θ2|θ1))) + β2((1 − λt

tri )(L
t
tri (θ1) + Lt

tri (θ2))+ λt
tri (L

t
stri (θ1 |θ2 ) + Lt

stri (θ2 |θ1 ))) + (1 − β1 − β2)

(Lt
pull (θ1 |θ2 ) + Lt

pull(θ2 |θ1 ))

(20)

Where, β1, β2, β1 + β2 ∈ [0, 1], and β1, β2, 1 − β1 −
β2 represent the classification loss, triple loss, and the
weight of attraction loss in the loss function; λt

id is the
weight of soft pseudo-labels and hard pseudo-labels in the
classification loss function; and λt

tri is the weight of soft
pseudo-labels and hard pseudo-labels in the triplet loss
function.
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4 Experiments

We conducted experiments on three datasets (i.e., Market-
1501 [21], MSMT17 [22], and dukeMTMC [23]) and com-
pare the performance of the developed method with others
reported in the literature based on cumulative matching
characteristics (CMC) and mean average precision (mAP).
An ablation experiment was also carried out to illustrate the
importance of each component for improving the perfor-
mance.

4.1 Preparation

4.1.1 Dataset

The DukeMTMC dataset is a large-scale, labeled, multi-
target, multi-camera pedestrian tracking dataset. It provides
new large-scale high-definition video data recorded by
eight synchronized cameras, with more than 7000 single-
camera tracks and more than 2700 independent characters.
It samples an image from every 120 frames in the video and
obtains 36411 images. A total of 1404 people appeared in
images captured by more than two cameras, and 408 people
(distractor ID) only appeared in one camera.

The MSMT dataset was proposed on CVPR2018.
Specifically, MSMT17 contains 126441 bounding boxes
and 4101 identities, including 12 outdoor cameras and three
indoor cameras. Four days with different weather conditions
were selected in a given month, and three hours of video
were collected every day, covering three time periods (i.e.,
morning, noon, and afternoon), which allowed it to better
simulate real scenes and consider more complex lighting
changes.

The Market-1501 dataset was collected on the campus
of Tsinghua University in the summer; it was built and
made public in 2015. This dataset includes five high-
definition cameras and one low-definition camera, which
together collected images of 1501 pedestrians and 32668
detected pedestrian rectangular frames . Each pedestrian
was captured by at least two cameras, and there may
be multiple images containing a given pedestrian in each
camera. The training set identified 751 people in 12936
images, and each person corresponded to an average of
17.2 training data points. The test set contained 750 people

in 19732 images, and each person corresponded to an
average of 26.3 test data points. The pedestrian detection
rectangles of the 3368 query images were drawn manually,
whereas the pedestrian detection rectangles in the gallery
were detected using the DPM(Deformable Parts Model)
detector (Table 1).

4.1.2 Evaluation Indicators: mAP and CMC

Cumulative match characteristic curves and mean average
precision (mAP) are commonly used to evaluate the
performance of pedestrian re-identification algorithms.

The CMC curve comprehensively reflects the perfor-
mance of the classifier, and it can indicate the probability
that the matching target appears in a candidate list of size
k. Intuitively, the CMC curve can be given in the form of
a Rank-k accuracy rate, i.e., the probability that the cor-
rect match of the target appears in the top k positions of
the match list. In the pedestrian re-identification problem,
the algorithm performance is typically evaluated when k
= 1,5,10. For example, the accuracy of Rank-1 indicates
the probability that the correct match appears at the first
place in the matching list, i.e., the probability that the sys-
tem can return the correct result only by looking it up
once. Generally, the final Rank-k accuracy rate refers to the
average of the results obtained after querying all retrieval
targets.

However, when there are multiple correct matches
in the test set, the CMC accuracy rate cannot fully
evaluate the algorithm, considering that the pedestrian re-
identification algorithm should retrieve all of the correct
targets. Essentially, while the algorithm considers precision,
it should also consider recall. Therefore, mAP is used
to account for the retrieval and recall capabilities of the
algorithm. Specifically, the mAP calculation process needs
to traverse all retrieval targets and calculate the average
precision (AP) for each retrieval target to obtain the
average. The AP calculation process involves computing
the integral of the precision-recall (PR) curve. As a result,
mAP considers the precision and recall of the target
under certain thresholds. Therefore, mAP and Rank-k
accuracy rates are typically used together as an evaluation
index for pedestrian re-identification problems to ensure
comprehensive evaluations of the algorithm performance.

Table 1 Information from some image-based person re-identification datasets

Dataset ID Training Training Test Test set’s Camera

set’s ID set’s images set’s ID images

Market1501 1501 751 12936 750 16384 6

DukeMTMC 1404 702 16522 702 17661 8

MSMT17 4101 1041 32621 3060 82161 15
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Table 2 Experimental results of the proposed approach and state-of-the-art methods for Market1501, DukeMTMC-ReID, and MSMT17 datasets

Comparison: Market-to-duke Duke-to-market

Method Map Top-1 Top-5 Top-10 Map Top-1 Top-5 Top-10

ECN [1] 40.4 63.3 75.8 80.4 43 75.1 86.3 90.2

SPGAN [11] 22.3 41.1 56.6 63 22.8 51.5 70.1 76.8

MMT [14] 68.7 81.8 91.2 93.4 76.5 90.9 96.4 97.9

PUL [24] 16.4 30 43.4 48.5 20.5 45.5 60.7 66.7

TJ-AIDL [25] 23 44.3 59.6 65 26.5 58.2 74.8 81.1

HHL [26] 27.2 46.9 61 66.7 31.4 62.2 78.8 84

CFSM [27] 27.3 49.8 - - 28.3 61.2 - -

BUC [28] 27.5 47.4 62.6 68.4 38.3 66.2 79.6 84.5

ARN [29] 33.4 60.2 73.9 79.5 39.4 70.3 80.4 86.3

UDAP [30] 49 68.4 80.1 83.5 53.7 75.8 89.5 93.2

UCDA-CCE [31] 31 47.7 - - 39 60.4 - -

PDA-Net [32] 45.1 63.2 77 82.5 47.6 75.2 86.3 90.2

SSG [33] 53.4 73 80.6 83.2 58.3 80 90 92.4

PAUL [34] 35.7 56.1 - - 36.8 66.7 - -

UNRN [35] 69.1 82 90.7 93.5 78.1 91.9 96.1 97.8

GLT [36] 69.2 72 90.2 92.8 79.5 92.2 96.5 97.8

SpCL [37] 68.8 82.9 90.1 92.5 76.7 90.3 96.2 97.7

Dual-Refinement [38] 67.7 82.1 90.1 92.5 78 90.9 96.4 97.7

This work 70.2 83.4 93.2 95.1 79.5 93.2 97.4 98.8

Comparison: Market-to-MSMT Duke-to-MSMT

Method Map Top-1 Top-5 Top-10 Map Top-1 Top-5 Top-10

ECN [1] 8.5 25.3 36.3 42.1 10.2 30.2 41.5 46.8

SSG [4] 13.2 31.6 - 49.6 13.3 32.2 - 51.2

PTGAN [5] 2.9 10.2 - 24.4 3.3 11.8 - 27.4

LAIM [12] 15.2 40.4 53.1 58.7 16 42.5 55.9 61.5

AE [13] 9.2 25.5 37.3 42.6 11.7 32.3 44.4 50.1

MMT [14] 26.3 52.5 66.3 71.7 29.7 58.8 71 76.1

UNRN [35] 25.3 52.4 64.7 69.7 26.2 54.9 67.3 70.6

GLT [36] 26.5 56.6 67.5 72 27.7 59.5 70.1 74.2

SpCL [37] 26.8 53.7 65 69.8 26.5 53.1 65.8 70.5

Dual-Refinement [38] 25.1 53.3 66.1 71.5 26.9 55 68.4 73.2

This work 30.2 58.2 71.3 77.4 33.4 62.1 75.5 79.8

Bold entries indicate the best performance of other methods and the performance of our method

Table 3 Comparison of the impacts of pseudo-labels generated based on K-means-500, -600, and -700, and the DBSCAN clustering algorithm
on model performance

Duke-to-market

Ablation experimental details Map Top-1 Top-5 Top-10

ResNet-K-means-500 without transformer 73.2 88.3 95 97.1

ResNet-K-means-600 without transformer 70.6 86.3 95.1 96.7

ResNet-K-means-700 without transformer 66.5 85.4 94.5 96.9

ResNet-DBSCAN without transformer 73 88.6 96 97.8

Bold entries mean the best performance in this experiment
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Table 4 The influence of SPGAN on the extraction of discriminative features shared by the source domain and target domain datasets during the
pre-training stage of the model

Duke-to-market

Ablation experimental details Map Top-1 Top-5 Top-10

ResNet-50 pre-training without SPGAN 27.2 54.3 71 77.3

ResNet-50 pre-training with SPGAN 35.4 63.7 78.3 82.4

Bold entries mean the best performance in this experiment

4.2 Comparative experiments

Four sets of comparative experiments were carried out:
market-to-duke, duke-to-market, market-to-MSMT, and
duke-to-MSMT (Table 2). The significance of duke-to-
market is that dukeMTMC is used as a labeled source
domain dataset to pre-train the model, and the teacher–
student model is used to make the network applicable to
the unlabeled target domain dataset, market1501, and vice
versa.

All hyper-parameters were selected based on the
verification machine of the duke-to-market task, the number
of pseudo-labels was 500, and IBN-ResNet50 comprised
the basic framework. The same hyper-parameters were also
applied to the other three areas.

These comparison experiments revealed that the method
developed in this study demonstrated excellent performance
in terms of mAP and CMC.

4.3 Ablation experiments

To confirm the role of each module in the developed
model, ablation experiments were designed using the duke-
to-market results for a self-comparison of the performance
(Table 2).

When the number of K-means settings was 500, the
model achieved the same performance as with DBSCAN.
However, it is important to recall that re-ID is an open
class problem, meaning that there is an unknown number
of identities in the environment in practical applications.
Therefore, the samples in the source domain dataset must be
independent from the samples in the target domain dataset,

i.e., exemplar invariance and camera invariance must be
taken into account (Table 3).

By observing the changes in the mAP of the source
and target domains that were not processed by SPGAN
during the pre-training process (Fig. 6), we determined that
although the model had poor performance in the target
domain, its performance gradually increased as the training
improved. This indicated that although the two pictures had
different styles, they shared some discriminative features.
It was therefore confirmed that SPGAN can accelerate the
convergence of the teacher–student model.(Table 4)

Finally, to improve the decoupling ability of the model
while saving computational space, we replaced the last
two layers of the IBN-based ResNet with Transformer and
compared their performance. From Table 5, it is clear that
Transformer can improve the accuracy of the algorithm.

5 Conclusion

In this study, we build a semi-supervised pedestrian re-
identification system based on the teacher-student model
and SPGAN. It enables the pedestrian re-identification
system to be trained with a small amount of labeled data and
a large number of unlabeled data in application scenarios,
and the performance of the system meets the requirements
of the application. Our main work is: 1. Proposed a new loss
function so that the teacher-student model can satisfy the
instance invariance, camera invariance and neighborhood
invariance during the training process, and reduce the
impact of pseudo-label noise on the system. 2. By locally
introducing Transformer into ResNet, the decoupling ability

Table 5 The impact of Transformer on model performance

Duke-to-market

Ablation experimental details Map Top-1 Top-5 Top-10

IBN-ResNet-DBSCAN without transformer 77.9 91.5 97.1 98.2

IBN-ResNet-DBSCAN with transformer 79.5 93.2 97.4 98.8

Bold entries mean the best performance in this experiment
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of the model is improved and the speed of the system
is guaranteed. 3. By introducing SPGAN to process the
labeled source domain data set, the pre-training model
is provided with more labeled data sets with the same
discriminative features as the target domain.

Open Access This article is licensed under a Creative Commons
Attribution 4.0 International License, which permits use, sharing,
adaptation, distribution and reproduction in any medium or format, as
long as you give appropriate credit to the original author(s) and the
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