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ABSTRACT
The high accuracy of infrared dim and small target detection in 
complex backgrounds is of great relevance for infrared identifica-
tion and tracking systems. Traditional infrared dim and small target 
detection methods suit scenes with a single and homogeneous 
continuous background. However, human vision system methods 
suffer from an undetectable or high false alarm rate in complex 
scenes with dim small targets. To address this shortcoming, this 
paper proposes an infrared dim and small target detection algo-
rithm based on frequency domain differencing (FDD). The pro-
posed algorithm consists of a spectrum residual module and 
a Gaussian greyscale difference module. Firstly, the target enhance-
ment image is constructed by using the spectrum residual module 
to highlight small targets and suppress background noise. 
Secondly, the local contrast of the image is enhanced by the 
Gaussian grayscale difference module, which accurately depicts 
the edge information of small targets and locates them. Finally, 
the target enhancement image and Gaussian grayscale difference 
image are fused to detect infrared dim and small targets. 
Experimental results show that the proposed algorithm has higher 
accuracy under the evaluation metrics of local signal-to-noise ratio 
gain (LSNRG), signal-to-clutter ratio gain (SCRG) and background 
suppression factor (BSF). At the same time, compared with other 
algorithms, the detection rate of the proposed algorithm is higher 
for infrared dim and small targets in complex scenes. Code is 
available at https://github.com/m156879/FDD-module.
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1. Introduction

Infrared imaging systems are now used in various applications such as fault diagnosis, 
target detection, and video surveillance (Goodall, Bovik, and Paulter 2016; Jakubowicz, 
Lefebvre, and Moulines 2012; Deng et al. 2017). As one of the key technologies in infrared 
imaging systems, infrared small target detection is still a difficult area of research (Zhong,
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Li, and Miao 2014). The signal-to-noise ratio of infrared images is low, small targets 
generally appear in point shape, and there is no obvious shape and texture information, 
which brings trouble to infrared small target detection (Zhang, Cong, and Wang 2003).

The existing infrared dim small target detection methods fall into two main categories: 
sequence detection methods and single-frame detection methods (Pang et al. 2020). Due to 
the rapid relative movement between the small target and the imaging system, the static 
background hypothesis is less likely to be established (Pan et al. 2014). The performance of 
the sequence detection method is reduced. Therefore, researchers tend to study the method 
of single-frame detection. Single frame detection methods are roughly divided into filtering 
method, low-rank sparse matrix restoration method (Lu, Lin, and Yan 2015), and human 
vision system methods. Researchers have proposed a series of filtering methods. For 
example, Max-mean filter (Deshpande et al. 1999), Max-median filter (Deshpande et al. 
1999) and Top-hat filter (Bai and Zhou 2010). This type of method uses filters to predict 
the background image to suppress background clutter. It is suitable for infrared image 
scenes with a single background and a small target size. When the target size changes 
within a larger range, it is usually impossible to detect accurately. In the low-rank sparse 
matrix restoration methods, the infrared patch-image (IPI) (Gao et al. 2013) model is first 
proposed. According to the sparseness of the target and the low rank of the background in 
the infrared image, the IPI model separates the background and the target in the infrared 
image. Subsequently, a large number of improved algorithms based on the IPI model 
appeared, such as weight infrared patch-image (WIPI) (Dai, Wu, and Song 2016) and 
reweighted infrared patch-tensor (RIPT) (Dai and Wu 2017). The low-rank sparse matrix 
restoration methods are almost suitable for all kinds of complex and rapidly changing 
backgrounds. Although the detected target position is correct, the target size and shape 
deviate. And with the higher computational complexity, it can not meet the requirements of 
real-time applications. Methods based on the human visual system include two types of 
methods based on spectral residuals and based on local contrast. The algorithm based on 
spectral residual is simple and easy to implement, but it can not suppress background clutter 
well, such as an adaptive Butterworth high-pass filter based on frequency domain (Yang, 
Yang, and Yang 2004). It suppresses the low-frequency components of the image, highlights 
and enhances the high-frequency information, thereby enhancing the target containing 
high-frequency components. The method based on local contrast can not lose the features 
of small targets, but it is not suitable for detecting dark targets. For example local contrast 
measure (LCM) (Chen et al. 2013), multiscale patch-based contrast measure (MPCM) (Wei, 
You, and Li 2016), and weighted local difference measure (WLDM) (Deng et al. 2016).

The above-mentioned methods based on the human visual system have poor detec-
tion performance or high false alarm rate in a complex scene with a small dark target and 
cannot well suppress background clutter. Aiming at this problem, this paper proposes an 
infrared dim and small target detection method based on frequency domain difference 
(FDD). It mainly includes the following research steps:

(1) The SR model first analyzes the logarithmic spectrum of the input image, then 
obtains the remaining spectrum of the input image in the spatial domain, and 
finally constructs a saliency map (Hou et al. 2007). This process highlights the small 
target information in the image and suppresses the background information, 
which enhances the contrast between the target and the background.
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(2) Combining the characteristics of infrared image direction gray value, this paper 
constructs a Gaussian grayscale difference map. The Gaussian grayscale difference 
map accurately depicts the edge information of the small target and locates the 
small target.

(3) The advantages of the saliency map and the grayscale difference map are selected 
and merged into the response diagram. The response diagram is segmented by an 
adaptive threshold to obtain the detection result.

Experimental results show that the proposed method achieves a high detection rate of 
0.981 in various scenarios. And it makes up for the shortcomings of poor detection or high 
false alarm rate based on the human visual system method in the complex scene of dim 
and small targets. At the same time, the experimental results in different scenes show that 
the proposed method is simple in operation and more robust to complex scenes, and can 
effectively detect small infrared targets.

2. Related principles

2.1. Spectrum residual module

The SR model is independent of object characteristics, categories or other forms of prior 
knowledge. By analysing the log spectrum of the input image, the residual spectrum of 
the input image can be obtained. Then the saliency map of the input image can be 
constructed quickly.

From the perspective of information theory (Olshausen and Field 1996), actual coding 
divides image information into two parts: 

HðImageÞ ¼ HðInnovationÞ þ HðPriorKnowledgeÞ (1) 

Where H Innovationð Þ indicates the ‘salient’ part of the image, and 
H PriorKnowledgeð Þ represents the redundant information that needs to be compressed 
by the encoding system. In image statistics, redundant information is equivalent to the 
statistical invariant features of the environment. It is now generally accepted that natural 
images are not random; they follow a highly predictive distribution.

In the SR model, the remaining spectrum contains the ‘salient’ information of the 
image. This is similar to scene compression. Through the inverse Fourier transform, the 
saliency map of the input image can be constructed. Since the saliency map mainly 
contains the salient part of the scene, and the residual spectrum can also be understood 
as the salient part of the image, the estimation error can be expressed by squaring the 
value of each point of the saliency map. For a better visual effect, a Gaussian filter (s ¼ 2:5) 
to smooth the image.

Given the input image I xð Þ: 

AðfÞ ¼ RðF½IðxÞ�Þ (2) 

PðfÞ ¼ SðF½IðxÞ�Þ (3) 

LðfÞ ¼ logðAðf ÞÞ (4) 
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RðfÞ ¼ LðfÞ � hnðfÞ � LðfÞ (5) 

SðxÞ ¼ gðxÞ � F� 1½expðRðfÞ þ i� PðfÞÞ�2 (6) 

Where F,F� 1and hn are the Fourier transform, the inverse Fourier transform and mean 
filtering function, respectively. SðF½IðxÞ�Þ refers to the phase value of the image after 
Fourier transform. Pðf Þ represents the phase spectrum of the image. RðF½IðxÞ�Þ is to 
calculate the amplitude of the image after Fourier transform. AðfÞ represents the ampli-
tude spectrum of the image. SðxÞ is the SR saliency map obtained.

2.2. Gaussian greyscale difference module

Firstly, the average grey value of the pixels in the neighbourhood of the input image is 
calculated to obtain the image Iave. Secondly, the image IR is obtained by convolving the 
input image using Gaussian kernel (Rg). Finally, subtract Iave and IR obtain a Gaussian 
greyscale difference map. In order to effectively remove noise and reduce the amount of 
calculation, the Gaussian kernel (Rg) we choose the size 5� 5: 

Rg ¼
1

256

1 4 6 4 1
4 16 24 16 4
6 24 36 24 6
4 16 24 16 4
1 4 6 4 1

2

6
6
6
6
4

3

7
7
7
7
5

(7) 

H x; yð Þ is the gaussian greyscale difference image of a given image: 

Hðx; yÞ ¼ Iaveðx; yÞ � IRðx; yÞj j (8) 

3. Proposed method

Aiming at the deficiency of the human vision system method in detecting small dark targets 
in complex scenes, an infrared small target detection method based on frequency domain 
difference is proposed in this paper. It makes up for the shortcomings of low detection 
performance or high false alarm rate based on the human visual system method in the 
complex scene of dim and small targets. Figure 1a shows the detection infrared dim and 
small targets using the method proposed in this paper. The specific steps are as follows:

(1) The generation of SR saliency map and Gaussian greyscale difference map.
In the SR model, this paper first analyzes the logarithmic spectrum of the input image, 

obtains the remaining spectrum of the input image, and finally generates the saliency 
map of the input image. The SR model suppresses the background information in the 
original image and highlights the target information. Figure 2 shows the result of the SR 
model. At the same time, in the Gaussian greyscale difference model, the average value of 
the neighbourhood pixels of the original image and the Gaussian convolution result of 
the original image is calculated, and the Gaussian grayscale difference image is generated. 
Gaussian grayscale difference image enhances the contrast between small target and 
local background, and obtains a more accurate position of a small target. Figure 3 shows 
the processing results of the Gaussian grayscale difference model.
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(2) The fusion of SR saliency map and Gaussian greyscale difference map.
Through the Otsu method (Otsu 2007), the thresholds of the SR saliency map and the 

Gaussian greyscale difference map are obtained. Binarize both according to the obtained 
threshold. The binary images of the SR model and Gaussian grayscale difference model 
are fused by matrix point multiplication to obtain the response map. The non-small target 
areas in both binary images are filtered out by the dot product operation. The small 
targets are thus highlighted.

Figure 1a. 

Figure 1b. FDD algorithm flowchart.

2946 L. ZHANG ET AL.



(3) Target detection and evaluation index.
The fused image is segmented by adaptive threshold segmentation. The excess clutter 

is filtered out, and the accurate position of the small target is obtained. Adaptive thresh-
olds were derived from the mean and standard deviation of the response map. In order to 
comprehensively evaluate the detection results, this paper uses local signal-to-noise ratio 
gain (LSNRG), signal-to-clutter ratio gain (SCRG) and background suppression factor (BSF), 
detection rate (Pd), and false detection rate (Fa) to compare the background suppression 
performance and detection performance of each algorithm. LSNRG describes the intensity 
of target enhancement in its neighbourhood before and after the algorithm processing, 
which is defined as: 

LSNRG ¼
LSNRout

LSNRin
; LSNR ¼

PT

PB
(9) 

where LSNRin and LSNRout represent the LSNR values before and after background sup-
pression, respectively. PT and PB are the maximum grey values of the target and its neigh-
bourhood. Neighborhood width value is d ¼ 20. BSF describes the degree of background 
suppression before and after the algorithm is processed and is specifically defined as: 

Figure 2. Schematic image of SR model processing results. (a) original image; (b) SR model processing 
result image.

Figure 3. Schematic image of Gaussian greyscale difference module processing results. (a) original 
image; (b) Gaussian grayscale difference module processing result image.
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BSF ¼
σin

σout
(10) 

where σin and σout indicates the standard deviation of the background neighbourhood 
before and after background suppression. SCRG is the most used evaluation index. It describes 
the degree of enhancement of the target relative to the background before and after the 
algorithm and is also used to describe the difficulty of detecting small targets. It is defined as: 

SCRG ¼
SCRout

SCRin
; SCR ¼

μt � μbj j

σb
(11) 

where μt is the average grey value of the target, μbandσb represents the average gray 
value and standard deviation of the neighbourhood area. For the above three indicators, 
the higher their values, the better the background suppression performance of the algo-
rithm. Pd and Fa are the key indicators to evaluate the test results. The larger the value of 
Pd and the lower the value of Fa, the better the detection performance of the algorithm.

4. Experiments and results

In this section, we first introduce the dataset SIRST (Dai et al. 2020) used in this article. The 
dataset contains 427 pictures. Each picture is selected from hundreds of infrared image 
sequences of different scenes. Then analyse the operation results of each module in the 
proposed algorithm in detail. The detection results of the proposed algorithm are com-
pared and analysed with other eight detection algorithms. The proposed algorithm 
reaches the optimal value under various evaluation indicators. At the same time, after 
adding different proportions of Gaussian noise and salt and pepper noise to the original 
data set to simulate the noise interference in the imaging process, the detection results 
are compared again.

4.1. Dataset

We chose the SIRST data set for algorithm verification. Figure 4 shows the infrared 
dim and small target images with representative backgrounds such as heavy sky 
clouds, sea level scenes, and obvious building obscurations as the detection 
images. In Figure 5, we have selected three images representing the sea level 
background, sky background, and ground background to draw the three- 
dimensional diagram and the three-dimensional diagram of the target neighbour-
hood. It can be seen that the target is not obvious in the whole image, but it is 
prominent in its neighborhood.

4.2. Analysis of the detection results of the proposed algorithm

4.2.1. Analysis of spectrum residual module and Gaussian grayscale difference 
module
By observing the existing infrared small target dataset, we find that the grey value of 
the small target is higher than that of the neighbourhood background. Therefore, we 
use the SR saliency detection model to suppress the background information in the 
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image, generate a saliency map of the original image, and highlight the target 
information. The generated saliency map is shown in Figure 6. It can be seen from 
Figure 6: (1) The convex part in Figure 6(b) is exactly the position corresponding to
the target in the image, which proves that the target is more prominent relative to 
the neighborhood background. (2) The saliency map obtained after processing by 
the SR module suppresses the background information, makes the target more 
prominent, which verifies the effectiveness of the SR module, and lays the founda-
tion for further target detection.

The small target area in the saliency map in Figure 6(c) is larger than the real small target 
area, and false targets may appear. Therefore, according to the original image, a Gaussian 
greyscale difference image is constructed to obtain a more accurate pixel-level target area.

Figure 7 shows the Gaussian grey difference map of two images of different scenes. 
The target position is marked by a rectangular frame in the original image. Figure 7 shows: 
(1) For point and rectangular targets, the Gaussian gray-scale difference map can effec-
tively smooth the background and suppress isolated noise to obtain accurate target 
positions; (2) The edge position of the Gaussian greyscale difference map is also obtained 
larger response value.

Figure 4. Representative images in the SIRST dataset. (a), (b) and (c) are all sea-level scenes. (a) 
contains slight noise. (b) has obvious sea horizon. (c) the target is small and has a lot of clutter. (d), (e) 
and (f) contain the information of the ground scene. The target brightness in (e) is low. (g), (h) and (i) 
are the sky background. The cloud cover in (g) and (i) is large, and the brightness of the clouds is dark. 
In (h), the area of the cloud is small, but the brightness is larger, which is not very different from the 
small bright target.
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4.2.2. Image fusion
Although the saliency map highlights the small target and suppresses the background 
noise, the obtained small target shape is larger than the real target shape. The Gaussian 
greyscale difference map obtains an accurate target area. It enhances the contrast
between the target and the background, but a larger response value appears at the 
edge of the image. Therefore, the two can complement each other. The threshold value of 
the saliency map and the Gaussian grayscale difference map is calculated by the Otsu 
method. According to the threshold, a binary image of the saliency map and the Gaussian 
grayscale difference map is generated. The two binary images are fused by matrix dot 
multiplication to obtain the response map. Only small target information is left in the 
response map, so that the target can be accurately located.

4.2.3. Target detection
The grey value of the target area in the response map is close to 255. The gray value of the 
neighbourhood background area, image edges, and isolated noise is minimal and 
approaches zero. The peak area in the three-dimensional diagram of the response map 
is the dim and small target position. Therefore, an adaptive threshold segmentation 
method is adopted to segment the response map to obtain the target detection result. 
Adaptive threshold segmentation is T ¼�I þ kσ, where T is an adaptive threshold, �I is 
mean of response map, σ is the standard deviation of response map, k is constant. 
According to experience, k set to 7. As shown in Figure 8, the fusion map and the 

Figure 5. Global 3D image and target 3D image. (a), (d) and (g) are original images selected from the 
data set with representative scenes; (b), (e) and (h) are global 3D images of (a), (d) and (g) respectively. 
(c), (f) and (i) are the target 3D images of (a), (d) and (g) respectively.
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Figure 6. SR model result image. (a) Original image; (b) Three-dimensional diagram of (a); (c) Salient 
map of (a); (d) Three-dimensional diagram of (c).

Figure 7. The result image of the Gaussian grey difference model. (a) Original image; (b) Gaussian 
greyscale difference image of (a); (c) Original image; (d) Gaussian grayscale difference image of (c).
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detection result map of Figure 7(a,c) are displayed. The fusion map only retains the small 
target information, and the background information is completely filtered out, which 
shows a good background suppression ability.

4.3. Analysis of simulation experiment results

In order to evaluate the feasibility and effectiveness of the proposed algorithm, we use 
infrared small target images of various scenes for experiments. At the same time, our 
experimental results are compared with classical traditional detection algorithms (Top- 
Hat, Max-median), detection algorithms based on the human visual system (RLCM [Han 
et al. 2018], AMWLCM [Liu et al. 2018]), contrast measurement detection algorithm based 
on multi-scale patch (MPCM), detection algorithm based on low rank sparse matrix 
recovery (RIPT), detection algorithm based on the cumulative directional derivative 
weighted absolute mean difference (AAGD) (Aghaziyarati, Moradi, and Talebi 2019) and 
detection algorithm based on absolute direction average difference (ADMD) (Moradi, 
Moallem, and Sabahi 2018). All algorithms are implemented on MATLAB 2020b.

It can be seen from Figure 9 that the backgrounds of dim and small targets are complex 
and diverse and both bright small targets and small dark targets exist. After fusing the 
saliency map and the Gaussian greyscale difference map, the background clutter is 
suppressed and the small target is enhanced. At the same time, Figure 9(i,m) show that 
our method can be used for both bright small targets and small dark targets.

Figure 8. Image fusion and target detection example images. (a) the fusion map of the SR module and 
Gaussian greyscale difference module in Figure 7(a); (b) the target detection result map of (a); (c) the 
fusion map of the SR module and Gaussian grayscale difference module in Figure 7(c); (d) the target 
detection result map of (c).
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Figure 10 is the detection results obtained by the other eight algorithms for the four 
types of infrared images in Figure 9, respectively. Figure 11 is three-dimensional diagram 
of the detection results of 8 comparison algorithms. According to Figures 10 and 11, we 
can find that: (1) The classic filtering method enhances the target. But for different targets,
the enhancement effect is different, especially when the target is too large, and the 
detected result will easily lose the original shape of the target. There are many infrared 
dim and small target images that cannot be detected. (2) For detection algorithms based 
on the human visual system, small targets detected by RLCM have errors in shape and 
size, and there are false targets. In the process of suppressing the background, AMWLCM 
suppresses the small target and causes the detection to fail. The shape of the target after 
the detection of the multi-scale patch-based contrast measurement detection algorithm 
(MPCM) is smaller than the original shape of the target. (3) The detection algorithm based 
on low-rank sparse matrix recovery (RIPT) can accurately recover the target matrix, but the 
number of false targets is more than the other eight methods. Based on the above 
phenomena, it can be concluded that among the nine test methods, the proposed FDD 
model has achieved the most satisfactory test results.

In detecting infrared dim and small targets, the interference of complex background is 
the biggest problem in the detection. Severe background clutter will increase the false 
alarm rate of detection and cover up weak and small targets. Therefore, the background 
suppression factor is used to evaluate the background clutter suppression ability of the 

Figure 9. FDD model test results. (a), (e), (i) and (m) are the original images in the SIRST dataset. (b), (f), 
(j) and (n) are three-dimensional diagrams of (a), (e), (i) and (m). (c), (g), (k) and (o) are the three- 
dimensional diagram of the fusion map of (a), (e), (i) and (m).(d), (h), (l) and (p) are the detection 
results of (a), (e), (i) and (m).
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Figure 10. Comparison results of eight detection algorithms. (a), (b), (c), and (d) are (a), (e), (i), and (m) 
in Figure 9, and each column thereafter is the detection results corresponding to an algorithm.
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Figure 11. Three-Dimensional diagrams of the detection results of eight comparison algorithms. (a), 
(b), (c) and (d) are (a), (e), (i) and (m) in Figure 9. Each column is a three-dimensional diagram of the 
detection result corresponding to an algorithm.
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infrared small target detection method. Table 1 shows the local signal-to-noise ratio gain 
(LSNRG), signal-to-noise ratio gain (SCRG), and background suppression factor (BSF) 
values of the eight test methods in Figure 10 and the method proposed in this article. 
The test results of each method have been normalized to ensure the accuracy of the
experimental data. It can be seen from Table 1: (1) The proposed algorithm achieves 
optimal values on all evaluation indicators when detecting images of different scenes; (2) 
Although some images are processed by RIPT, the target neighbourhood is completely 
reduced to zero. The RIPT detection result reaches Inf (infinity) in the evaluation index, but 
the RIPT processing results are insufficient, the shape and contour information of the 
detected small targets are lost, and there are too many false targets. Therefore, the small 
target detected by the proposed algorithm contains the shape and contour information 
of the small target and achieves excellent results under various indicators.

In order to further show the advantages of the proposed algorithm, we give the detection 
rate and false detection rate of each detection algorithm in Table 2. It can be seen that the 
proposed algorithm has the highest detection rate and the second-lowest false detection rate. 
This shows that our method is superior to other methods in detection performance.

4.4. Noise attack analysis

Noise is also a key factor affecting the detection results of infrared dim and small targets. 
An infrared imaging system mainly includes three parts: optical-mechanical structure, 
infrared detector, and electronic system. However, the final infrared image may contain 
noise generated in these various parts. Therefore, we simulate the possible noise of each 
part by adding different percentages of salt and pepper noise and Gaussian noise. Then 
evaluate the detection performance of the proposed algorithm. Figure 12 shows the 
infrared image with different percentages of Gaussian noise. Figure 13 shows the infrared 
images with different percentages of salt and pepper noise.

Table 1. Evaluation table of the proposed algorithm and other eight algorithm detection results.
Sea level background 

infrared images
Ground background 

infrared images
Cloud background 

infrared images
Dark and small target 

infrared images

Method LSNRG SCRG BSF LSNRG SCRG BSF LSNRG SCRG BSF LSNRG SCRG BSF

Top-Hat 1.93 13.20 5.62 3.65 8.55 5.54 1.86 5.41 2.97 2.46 1.72 0.32
Max-Median 0.88 1.85 2.21 0.98 1.56 2.49 0.99 1.15 1.24 0.75 0.63 0.32
RLCM 8.94 98.64 49.60 1.04 2.45 1.29 11.27 15.96 9.87 0.99 0.57 0.26
AMWLCM 1.64 5.15 2.53 1.27 2.66 3.27 2.29 4.96 3.03 2.47 1.06 0.60
MPCM 4.40 49.22 21.88 16.03 75.39 42.05 75.36 202.59 111.31 10.43 6.79 3.77
RIPT 1.95 21.29 16.32 Inf Inf Inf Inf Inf Inf Inf Inf Inf
ADMD 6.62 76.11 34.07 6.92 25.56 13.29 66.18 199.35 126.49 12.14 6.27 3.72
AAGD 94.29 1000.86 411.53 31.31 174.47 100.18 Inf Inf Inf 37.93 48.74 24.76
OURS Inf Inf Inf Inf Inf Inf Inf Inf Inf Inf Inf Inf

Table 2. Detection rate and false detection rate of different algorithms.
Top-Hat Max-Median RLCM AMWLCM MPCM RIPT ADMD AAD OURS

Pd 0.973 0.973 0.928 0.955 0.964 0.955 0.964 0.946 0.981
Fa 1.386 1.980 0.069 3.079 0.297 2.376 0.178 0.148 0.128
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Figures 14–17 show the detection rate and false detection rate of the proposed 
algorithm and other algorithms with different percentages of salt and pepper noise and 
Gaussian noise. We add Gaussian noise and salt and pepper noise to the image at 10%, 
1%, 0.1%, and 0.01%, respectively. The Gaussian grey-level difference module in the
proposed algorithm calculates the average value of the neighbouring pixels and the 
Gaussian convolution value and subtracts the two to obtain the Gaussian greyscale 
difference map. It can better suppress the interference of noise in the detection of small 
targets. After adding salt and pepper noise or Gaussian noise, we find that: (1) The 
detection rate of traditional filtering-based methods has been low, and the false detection 
rate is high. In other methods, when different proportions of noise are added, the 
fluctuations of the detection rate and the false detection rate are also great. (2) The 
detection rate of the proposed algorithm is the highest among all algorithms after adding 
different proportions of different noises, and the false detection rate is also the lowest, 
which is close to zero. Therefore, the proposed algorithm still has a higher detection rate 
than other algorithms in the presence of strong noise.

4.5. Experimental data analysis

In this paper, a tracking dedicated injection infrared dynamic scene simulation evaluation 
system (Chen, Li, and Cao 2021) is used to simulate multiple infrared dim and small target 
images for the verification of the proposed algorithm. The steps of generating the entire 
infrared simulation image are as follows:

(1) Select the desired target type from the air target model library. And add the 
selected target to the scene.

Figure 12. Infrared image after adding different proportions of Gaussian noise. (a)original image. (b) 
add 0.01% Gaussian noise. (c) Add 0.1% Gaussian noise. (d) Add 1% Gaussian noise. (e) Add 10% 
Gaussian noise.

Figure 13. Infrared image after adding different proportions of salt and pepper noise. (a) Original 
image. (b) Add 0.01% salt and pepper noise. (c) Add 0.1% salt and pepper noise. (d) Add 1% salt and 
pepper noise. (e) Add 10% salt and pepper noise.
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Figure 14. The detection rate of each algorithm after adding different proportions of salt and pepper noise.

Figure 15. The false detection rate of each algorithm after adding different proportions of salt and 
pepper noise.
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Figure 16. The detection rate of each algorithm after adding different proportions of Gaussian noise.

Figure 17. The false detection rate of each algorithm after adding different proportions of Gaussian 
noise.
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(2) In the scene-setting module, load the background file. Add background data to the 
simulation scene.

(3) Load trajectory data to the target selected in step 1 and link the loaded trajectory to 
the target.

(4) Add an infrared camera to the scene and set the sight axis of the infrared camera to 
aim at the target selected in step 1.

(5) After all the parameters are set, the infrared dynamic scene image is generated and 
saved.

In the generated infrared scene images, images with clouds, cirrus clouds, thin clouds, 
and buildings as the background are selected for display. The detection result of the 
proposed algorithm is shown in Figure 18. Figure 19 show the detection results of the 
eight algorithms listed in Section 4.3.

According to the comparison of Figure 19, we find that: (1) The small target area 
in the simulated infrared small target image is clearer than the infrared small target 
image in other data sets. (2) When the background does not contain too complex 
building information, as shown in Figure 18(a,i,m), the nine algorithms, including the 
proposed algorithm, can accurately detect the small target location. However, the 
proposed algorithm better presents the shape of small targets and suppresses 
various clutter in the original image. (3) When the background contains complex 
building information, as shown in Figure 18(e), the eight comparison algorithms 

Figure 18. FDD model test results. (a), (e), (i) and (m) are the simulated infrared dim and small target 
image. (b), (f), (j) and (n) are three-dimensional diagrams of (a), (e), (i) and (m). (c), (g), (k) and (o) are 
the three-dimensional diagram of the fusion map of (a), (e), (i) and (m). (d), (h), (l) and (p) are the 
detection results of (a), (e), (i) and (m).
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Figure 19. Comparison results of 8 detection algorithms. (a), (b), (c), and (d) are (a), (e), (i), and (m) in 
Figure 18, and each column thereafter is the detection results corresponding to an algorithm.
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basically cannot detect the specific location of the small target, but the proposed 
algorithm accurately locates the location of the small target and detects the shape of 
a small target. However, the detection results are also inadequate, including too 
much background building information. Based on the above findings, it can be 
concluded that the 9 test methods have good detection results on the simulated 
infrared image data, and the FDD model proposed in this paper has the most 
satisfactory detection results on this data.

5. Conclusion

Aiming at the shortcomings of low target detection rate and high false alarm rate based on 
the human visual system method in complex scenes, this paper proposes an infrared dim 
and small target detection method based on frequency domain difference. The saliency 
map is constructed using the spectral residual module, and the greyscale difference map of 
the original image is calculated using the Gaussian difference bandpass filter. The two are 
merged into the final response map to detect dim and small targets. The detailed experi-
mental results show that compared with the existing infrared small target detection 
methods, the proposed algorithm is robust to various scenes and can enhance the target 
and suppress background interference. The realization process is also simple, and the 
calculation speed is fast so that the infrared small target can be detected efficiently.
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