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#### Abstract

The imaging quality of a target is dramatically influenced by image motion (IM), which results from the relative movement between a charge-coupled device (CCD) camera and an aircraft during the exposure time. Therefore, it is quite necessary to produce appropriate systems to compensate for this kind of movement and achieve high-quality, real-time imaging. The image motion velocity should be precisely calculated to compensate for the image motion as much as possible. In the paper, several methods were introduced to calculate the image motion velocity by using coordinate transformation, which deduced the image motion value of a given point by considering the difference before and after the gesture angles and position changes. Furthermore, both a theoretical and a mechanical image motion compensation (IMC) method were analyzed. A three-axis stable platform was assembled between the camera system and the unmanned aircraft. The IM caused by variation in the airplane gesture angles, including the pitch angle, yaw angle and roll angle, could be compensated by the reverse rotation of the stable platform in the corresponding axis. Similarly, the IM caused by the aircraft's continuing flight could be compensated by the reverse rotation in the pitch axis. The residual errors of the IMC of the camera from the aircraft navigation were analyzed and calculated in detail. The residual errors of the image points were less than one third of the diameter of a CCD pixel, which demonstrates that the IMC system satisfied the imaging system.
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## 1. INTRODUCTION

When an aerial camera takes an aerial photograph, due to the high-speed flight of the aircraft, there is relative motion between the camera and the target during the exposure time, which causes the image motion of the target on the focal plane to change, producing image motion. The image

[^0]motion moves the images of different objects relative to each other, causing the image to degrade. The image appears to have trailing, blurred edges [1-3], grayscale distortion, and reduced contrast and resolution. The reasons for this displacement are divided into the forward image motion caused by the forward flight of the aircraft, the random image motion caused by changes in the attitude (such as pitch, yaw, and roll) of the aircraft, the motion of the aircraft components (such as propellers and engine blocks) and camera platforms, the vibration of the camera itself due to operation or impact and the image vibration caused by the fluctuation in the air flow. In a vertically photographing aerial camera, the amount of forward image motion is one order of magnitude higher than that of other image motions, so the main consideration for this type of camera is to compensate for forward image motion [4-7]. Although the image degradation caused by image motion can be restored using image processing methods according
to the image degradation mechanism in a high-quality imaging system, a hardware compensation element is also used to compensate the image motion, and the amount of the image motion is reduced as much as possible.

The existence of image motion greatly affects the imaging quality of the camera and significantly reduces the resolution of the aerial image [8-10]. When the contour of the captured target is unclear due to image motion, there is a transition area between the target and the surrounding background that is large or small, and this area expands as the image motion increases. When the transition area reaches a certain level, it will cause the images of two adjacent targets to overlap with each other, and they cannot be distinguished. Which is shown in Figure 1.

An aerial camera's hardware image motion compensation method can be divided into four categories according to the compensation principle and implementation method: mechanical compensation, optical compensation, electronic image motion compensation, and image-like image motion compensation. Each method has its own characteristics [11-14].

The compensation method using a mechanical structure to move the photosensitive medium or sensor in the direction of the image movement during the exposure is mechanical image motion compensation, which requires that the medium or sensor motion vector and the optical image motion vector have the same size and direction. This type of method was first applied to a film-type vertical camera, and a special mechanical structure was used to accurately move the film based on the image motion direction and speed. Commonly used methods include using a film winding mechanism to pull the film or using a motor cam to push the film table accordingly [15-18].


Fig. 1. Diagram of image motion.

The advantages of mechanical electronic image motion compensation are that the compensation speed of each point on the photosensitive surface is the same, and it can theoretically achieve high compensation accuracy and is suitable for image motion caused by the forward flight of the aircraft, earth rotation, and camera scanning; however, its disadvantages are that it is necessary to add additional compensation mechanisms to the system, such as transmission and moving parts, which have high requirements for the operation and manufacturing accuracy of the compensation mechanism and are not suitable for application in wide-angle lens cameras [19, 20].
A compensation method for keeping the image stationary on the focal plane is to rotate or move the light path element to change the light direction. Among optical compensation methods, the most commonly used is the swing mirror compensation method [21, 22], which operates based on the rotary reflection of the front of the rotating objective. The mirror images the ground object at a fixed point of the focal plane via the mirror and the lens.

Mechanical and optical compensation methods require the use of complex and sophisticated opto-mechanical structures and control systems; therefore, the camera's complexity, volume, and weight increase. Due to the use of moving parts, camera reliability is also reduced. The image-like image motion compensation method is an afterimage motion compensation method and does not have a real-time performance [23, 24].

## 2. CALCULATION OF THE IMAGE MOTION OF THE AREA CHARGE-COUPLED DEVICE (CCD) CAMERA

### 2.1. Overview of the Image Motion Calculation Method

Accurate image motion calculations are a prerequisite for image motion compensation. At present, there are many methods used for aerial camera image motion velocity calculations, including the dynamic optical method, ray tracing method, coordinate transformation method and orthogonal projection analysis method.

The dynamic optical method is used to decompose the imaging process of the optical system into a direction action matrix and a magnification action matrix, to establish a vector rotation matrix by analyzing the rotation transformation of the vector, and then to study the conjugate relationship of the object under the dynamics of the optical system or components. This method can be used to calculate the movement of the image point caused by the movement of an optical system or component. However, this method has a complex analytical process and is difficult to implement in engineering problems. Therefore, it has not been applied to the complex motion or vibration of optical systems or components [25, 26].

The ray tracing method is a classical method used to study changes of the light propagation path due to changes
of the system. This method is a relatively mature method that uses the basic law of light propagation to accurately calculate the imaging conditions when the optical system changes. For static optical systems, ray tracing is a classic and effective method. However, there are limitations to the changing of the optical system. Since vibration is a function of time, if one wants to find the displacement of the image point at each moment, one needs to trace the light at every moment of the vibration. This approach results in a large number of calculations [27, 28].
The coordinate transformation method is a computationally simple image motion method that has been successfully applied to the calculation of image motion compensation for optical imaging by remote sensors. This method analyzes in detail the coordinate transformation equations from the ground to the image surface of the optical imaging remote sensor and accurately calculates the movement of the scene caused by the rotation of the earth and the orbit of the spacecraft on the image plane [29, 30].

The orthogonal projection analysis method considers main factors, ignores secondary factors, considers the independent action components of each factor, and ignores the coupling action components. This method has a simple expression and is easy to calculate; furthermore, it is easy to use for engineering, but a certain image motion error remains after compensation, and it is difficult to calculate the amount of image motion in complex optical systems with this method.

### 2.2. Method of Coordinate Transformation

The principle of the coordinate transformation method is that the rotation of the coordinate system is equivalent to the attitude transformation of the camera, and the amount of image motion and the speed of the image motion are obtained by the matrix relationship between different coordinate values of the image plane before and after the camera attitude transformation at the same point on the ground. This method is intuitive and simple.

The method of representing an n -dimensional subvector with an ( $n+1$ )-dimensional subvector is called "homogeneous coordinate representation." For example, a rectangular coordinate $(x, y, z)$ of a point $P$ in a three-dimensional space is expressed as a homogeneous coordinate, which is ( $W_{x}, W_{y}, W_{z}, W$ ). The relationship of this coordinate with ordinary rectangular coordinates can be converted by the following formula [31, 32]:

$$
\begin{equation*}
x=W_{x} / W, y=W_{y} / W, z=W_{z} / W \tag{1}
\end{equation*}
$$

The origin of the graph is centered (zoomed out).

$$
\left[\begin{array}{cccc}
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The graph is centered around the origin and zooms in (zooms out) $S_{x}, S_{y}, S_{z}$ times in the $x, y$, and $z$ directions, respectively. A graphical translation is shown

$$
\left[\begin{array}{llll}
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$$

The graphic moves $e, f$, and $g$ in the $x, y$, and $z$ directions, respectively, or the coordinate system origin moves relative to the graphic in the $x, y$, and $z$ directions by $-e,-f$, and $-g$, respectively [15].
The graphics rotate around the $x$ axis:

$$
\begin{align*}
{\left[\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & \cos \theta & -\sin \theta & 0 \\
0 & \sin \theta & \cos \theta & 0 \\
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1
\end{array}\right] \tag{4}
\end{align*}
$$

This equation means that

$$
\begin{equation*}
x^{\prime}=x ; \quad y^{\prime}=\cos \theta y-\sin \theta z, \quad z^{\prime}=\sin \theta y+\cos \theta z \tag{5}
\end{equation*}
$$

This phenomenon can also be viewed as the result of the coordinate system rotating by an angle of " $-\theta$ " around the $x$ axis relative to the pattern. The graphics rotate around the $y$ axis.

$$
\begin{align*}
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\end{align*}
$$

This equation means that

$$
\begin{equation*}
x^{\prime}=\cos \theta x+\sin \theta, z, y^{\prime}=y, z^{\prime}=-\sin \theta x+\cos \theta z \tag{7}
\end{equation*}
$$

This phenomenon can also be viewed as the result of the coordinate system rotating by an angle of " $-\theta$ " around the $y$ axis relative to the pattern. The graphics rotate around the $z$ axis.

$$
\begin{align*}
{\left[\begin{array}{cccc}
\cos \theta & -\sin \theta & 0 & 0 \\
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0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right]\left[\begin{array}{l}
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y \\
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1
\end{array}\right] } & =\left[\begin{array}{c}
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1
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& =\left[\begin{array}{c}
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1
\end{array}\right] \tag{8}
\end{align*}
$$

This equation means that $x^{\prime}=\cos \theta x-\sin \theta y, y^{\prime}=$ $\sin \theta x+\cos \theta y, z^{\prime}=z$.

In this case, this phenomenon can also be regarded as the result of the coordinate system rotating by an angle " $-\theta$ " around the $z$ axis with respect to the figure. An object coordinate transformation on objective lens imaging is shown.

$$
\begin{align*}
{\left[\begin{array}{cccc}
-f^{\prime} / z & 0 & 0 & 0 \\
0 & -f^{\prime} / z & 0 & 0 \\
0 & 0 & \left(f^{\prime} / z\right)^{2} & 0 \\
0 & 0 & 0 & 1
\end{array}\right]\left[\begin{array}{l}
x \\
y \\
z \\
1
\end{array}\right] } & =\left[\begin{array}{c}
-f^{\prime} x / z \\
-f^{\prime} y / z \\
\left(f^{\prime} / z\right)^{2} \\
1
\end{array}\right] \\
& =\left[\begin{array}{c}
x^{\prime} \\
y^{\prime} \\
z^{\prime} \\
1
\end{array}\right] \tag{9}
\end{align*}
$$

Here, $f^{\prime}$ is the objective lens focal length.
The above matrices only list transformations wherein the optical axis coincides with the $z$-axis, and a transformation matrix in which the optical axis coincides with the $x$-axis or $y$-axis is not difficult to write. The general transformation matrix of three-dimensional homogeneous coordinates can be expressed in the following form:

$$
T=\left[\begin{array}{llll}
a & b & c & p  \tag{10}\\
d & e & f & q \\
h & i & j & r \\
l & m & n & s
\end{array}\right] \Rightarrow\left[\begin{array}{rr}
3 \\
3 \times 3 & 0 \times \\
\operatorname{copyrid} \\
1 \times 3 & 3
\end{array}\right]
$$

Divide the $4 \times 4$ transform matrix into four blocks, with a $3 \times 3$ matrix producing proportional relations, miscuts and rotations:
a $3 \times 1$ matrix produces a translation;
a $1 \times 3$ matrix produces perspective transformations; and the $1 \times 1$ matrix produces all the scale transformations.

### 2.3. Selection of a Coordinate System and the Definition of an Attitude Angle

### 2.3.1. Definition of a Coordinate System

(a) Track the coordinate system G (G1, G2, G3).

The origin is usually fixed at the center of gravity of the aircraft. The G1 axis is in the direction of the track velocity. The G3 axis is in the vertical plane containing the G1 axis, perpendicular to the G1 axis and pointing downwards, and G2 is perpendicular to the G1G3 plane and pointing to the right.
(b) The aircraft is involved in the vertical ground coordinate system $\mathrm{C}(\mathrm{C} 1, \mathrm{C} 2, \mathrm{C} 3)$.

The origin is usually fixed at the center of gravity of the aircraft. The direction of each axis is the same as G1, G2, and G3.
(c) Body coordinate system S (S1, S2, S3).

The origin is usually fixed at the center of gravity of the aircraft. S1 is the axis that points forward in the aircraft's reference plane.

S2, which is also known as the vertical axis and denoted as $x$, is perpendicular to the aircraft reference plane and points to the right coordinate axis, also commonly referred to as the horizontal axis and denoted as $y$. S3 is the coordinate axis that is perpendicular to the vertical axis within the aircraft reference plane, which is also known as the vertical axis and is denoted as $z$. When the aircraft does not change its attitude, the S -series and the B-series coincide [33-34].
(d) Camera coordinate system B (B1, B2, B3).

The main point of the camera objective lens is the origin of the coordinate system. When the camera is in the spacecraft, there is no installation error or the error is negligible.

Slightly timed, the camera coordinate system coincides with the body coordinate system.
(e) Image Plane P (P1, P2, P3).

The origin of this coordinate system is at the center of the image plane, and the C system is translated along the C 3 axis $f$ (the focal length of the camera objective lens).

When the scale is reduced by $\mathrm{f} / \mathrm{H}$, the P-plane and P1 and P 2 imaging planes are obtained. M is a ground plane parallel to the 12 G OG plane. The intersection point between the 3 OS axis and the ground plane M is point A . That is, the center point of the image plane corresponds to the ground target point A [35]. As shown in Figure 2.


Fig. 2. Definitions of the coordinate systems.

### 2.3.2. Definition of Aircraft Attitude

The aircraft's three-axis attitude refers to the angle of the aircraft's coordinate axis relative to the plane's implied vertical ground axis including the yaw angle, pitch angle, and roll angle (tilt angle).
(a) Definition of the yaw angle.

The yaw angle is the angle at which the axis of the vertical ground coordinate system and the axis of the axis of the aircraft involved in the plane's rotation coincide with the projection of the vertical axis of the body at the level of the overorigin. Alternatively, the yaw angle is defined as the angle between the projection of the vertical body axis and the B 1 axis. When the projection line of the positive half axis of the vertical axis is on the right side of the B1 axis, the yaw angle is positive [36].
(b) Definition of pitch angle.

According to the definition of yaw angle, after turning the B 1 axis through the $\beta$ angle, it is rotated through the angle in the vertical plane.

The B 2 angle turns to coincide with the longitudinal axis of the body or the angle between the vertical axis of the body and the horizontal plane.

When the positive half axis of the vertical axis is above the horizontal plane of the origin, $\theta$ is positive. By convention, the range of $\theta$ is $-(\pi / 2) \leq \theta \leq(\pi / 2)$.
(c) Definition of the roll angle

After the aircraft's vertical ground coordinate system has been subjected to two rotations of $\psi$ and $\theta$, it is rotated around the vertical axis so that the B2 axis after turning the $\psi$ angle coincides with the horizontal axis of the aircraft or the angle between the vertical axis of the body and the vertical plane passing through the vertical axis. When the positive semi-axis of the vertical axis is to the left of this vertical plane, $\varphi$ is positive.
(d) Definition of the offset

The offset is determined by the speed of the track and the plane of reference of the aircraft. When the track velocity along the horizontal axis of the body is positive, $\beta$ is positive [37].

### 2.3.3. Definitions for Symbols

$V$-Flight speed of the aircraft $(\mathrm{m} / \mathrm{s})$.
$H$ - Aircraft flight altitude (m).
$T$-Change in the amount of time.
$\tau$ - Exposure time.
$\psi, \theta, \varphi$ - Yaw, pitch and roll attitude at the times of the photographs, $\psi=\dot{\psi} t+\psi_{0}$.
$\theta=\theta_{0}+\dot{\theta} t, \quad \varphi=\varphi_{0}+\dot{\varphi} t$
$\dot{\psi}, \dot{\theta}, \dot{\varphi}$-Yaw, pitch, and roll angular velocities when the photograph was taken.
$f$ - Camera lens focal length ().
$V_{P 1}, V_{P 2}$-Horizontal and forward image motion speed ( $\mu \mathrm{m} / \mathrm{s}$ ) on the camera's surface, respectively.
$V_{p}$ - Image speed on the camera surface main vector value ( $\mathrm{mm} / \mathrm{s}$ ).
$m_{1}, m_{2}$ - The coordinates of the center of the image plane in the track coordinate system.
$p_{1}, p_{2}$-At the moment of photography, the coordinates $\mathrm{P}\left(p_{1}, p_{2}\right)$ of any point on the camera image plane.
$g_{1}, g_{2}$ - At the moment of photography, the ground photography target corresponding to any point on the camera image surface is in the ground coordinate system position $\mathrm{G}\left(g_{1}, g_{2}\right)$.
$L$ - The distance from the intersection of the extension line of the projection center with the center point of the image plane and the ground plane to the projection center. $L^{\prime}$ - The distance between any point on the ground plane and the projection center

### 2.4. Calculation of the Image Motion of the Vertical Area CCD Array Camera

When the three attitude angles of the aircraft are changed, the corresponding relationship can be established through the transformation process from the position of the ground object in the track coordinate system to the image in the image plane coordinate system. From the position of the feature in the track coordinate system relative to the image in the image coordinate system, the relationship can be established by the transformation process shown in Figure 3.
The transformation process from the ground coordinate system to the image coordinate system can be obtained from the transformation process in Figure 3.

$$
\begin{align*}
p=\left(\begin{array}{c}
p_{1} \\
p_{2} \\
p_{3} \\
1
\end{array}\right)= & \left(\begin{array}{cccc}
-\frac{f}{L} & 0 & 0 & 0 \\
0 & -\frac{f}{L} & 0 & 0 \\
0 & 0 & \left(\frac{f}{L}\right)^{2} & 0 \\
0 & 0 & 0 & 1
\end{array}\right) \\
& \times\left[\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & \cos \varphi & \sin \varphi & 0 \\
0 & -\sin \varphi & \cos \varphi & 0 \\
0 & 0 & 0 & 1
\end{array}\right] \\
& \times\left(\begin{array}{cccc}
\cos \theta & 0 & -\sin \theta & 0 \\
0 & 1 & 0 & 0 \\
\sin \theta & 0 & \cos \theta & 0 \\
0 & 0 & 0 & 1
\end{array}\right) \\
& \times\left(\begin{array}{cccc}
\cos \psi & 0 & -\sin \theta & 0 \\
-\sin \psi & \cos \psi & 1 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right)\left[\begin{array}{c}
g_{1} \\
g_{2} \\
L^{\prime} \\
1
\end{array}\right] \tag{11}
\end{align*}
$$

Expand the expression

$$
\begin{align*}
p_{1}= & -\frac{f}{L} g_{1} \cos \theta \cos \psi-\frac{f}{L} g_{2} \cos \theta \sin \psi \\
& -\frac{f L^{\prime}}{L} \sin \theta \tag{12}
\end{align*}
$$



Fig. 3. Coordinate transformation process diagram.

$$
\begin{align*}
p_{2}= & \frac{f}{L} g_{1}(\cos \theta \sin \psi-\sin \psi-\sin \varphi \sin \theta \cos \psi) \\
& -\frac{f}{L} g_{2}(\sin \varphi \sin \theta \sin \psi+\cos \theta \cos \psi) \\
& +\frac{f L^{\prime}}{L} \sin \varphi \sin \theta  \tag{13}\\
p_{3}= & \left(\frac{f}{L}\right)^{2} g_{1}(\cos \varphi \sin \theta \cos \psi+\sin \varphi \sin \psi) \\
& -\left(\frac{f}{L}\right)^{2} L^{\prime} \cos \varphi \cos \theta \\
& +\left(\frac{f}{L}\right)^{2} g_{2}(\cos \varphi \sin \theta \sin \psi-\sin \varphi \cos \psi) \tag{14}
\end{align*}
$$

### 2.4.1. Calculation of $L$

The speed of the ground relative to the aircraft is the ground speed -V . Because the image of the ground image on the image plane is an inverted image, the speed of the ground image formed on the image plane is in the direction of the image moving speed and V (the direction of flight of the aircraft), which are the same direction. When the aircraft's three attitude angles change, the feature point A (the intersection between 3 OS and the ground plane) at the center point of the image plane in Figure 3 becomes point B , generating point B in the track coordinate system. The coordinate value in G is (), and the coordinate value of point B in the rotated track coordinate system $\mathrm{G}^{\prime}$ is $(0, \mathrm{~L}, 0)$. Then, the coordinates before and after the coordinate system rotate for the same point B on the ground. The value exists as shown in the following equation, the coordinate transformation relation matrix equation [38]:

$$
\begin{aligned}
\left(\begin{array}{l}
0 \\
0 \\
L \\
1
\end{array}\right)= & \left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & \cos \varphi & \sin \varphi & 0 \\
0 & -\sin \varphi & \cos \varphi & 0 \\
0 & 0 & 0 & 1
\end{array}\right) \\
& \times\left(\begin{array}{cccc}
\cos \theta & 0 & -\sin \theta & 0 \\
0 & 1 & 0 & 0 \\
\sin \theta & 0 & \cos \theta & 0 \\
0 & 0 & 0 & 1
\end{array}\right)
\end{aligned}
$$

$$
\times\left(\begin{array}{cccc}
\cos \psi & \sin \psi & 0 & 0  \tag{15}\\
-\sin \psi & \cos \psi & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right)\left(\begin{array}{c}
m_{1} \\
m_{2} \\
H \\
1
\end{array}\right)
$$

To find the three unknowns, $m_{1}, m_{2}$ and L , we expand the above matrix equations one by one to obtain the following odd linear equations.

$$
\left\{\begin{array}{l}
m_{1} \cos \theta \cos \psi+m_{2} \cos \theta \sin \psi-H \sin \theta=0 \\
m_{1}(\sin \varphi \sin \theta \cos \psi-\cos \varphi \sin \psi)+H \sin \varphi \cos \theta \\
\quad+m_{2}(\sin \varphi \sin \theta \sin \psi+\cos \varphi \cos \psi)=L  \tag{16}\\
m_{1}(\cos \varphi \sin \theta \cos \psi+\sin \varphi \sin \psi)+H \cos \varphi \cos \theta \\
\quad+m_{2}(\cos \varphi \sin \theta \sin \psi-\sin \varphi \cos \psi)=0
\end{array}\right.
$$

$$
\left\{\begin{align*}
& m_{1}=-H \frac{\sin \theta+\cos \varphi \cos ^{2} \theta \sin \psi}{\sin \varphi \cos \theta}  \tag{17}\\
& m_{2}= H \frac{\sin \varphi \sin \theta+\sin \theta \cos \psi+\cos \varphi \cos ^{2} \theta \sin \psi}{\sin \varphi \cos \theta \sin \psi} \\
& L= H\left(c \tan \varphi \tan \theta \sin \psi+\cos \varphi c \tan \varphi \cos \theta \sin ^{2} \psi\right. \\
&-\sin \theta \tan \theta \cos \psi+\sin \varphi \cos \theta \\
&-\cos \varphi \sin \theta \cos \theta \sin \psi \cos \psi+\cos \varphi \sin \theta \tan \theta \\
&+c \tan \varphi \sin \theta \tan \theta \cos \psi \\
&+\cos \varphi c \tan \varphi \sin \theta \cos \theta \sin \psi \cos \psi \\
&-\sin \varphi \tan \theta c \tan \psi-\tan \theta \cos \psi c \tan \psi \\
&-\cos \varphi \cos \theta \cos ^{2} \psi
\end{align*}\right.
$$

### 2.4.2. Image Point Center Motion Calculation of the Area CCD Camera

When the initial time $=0$, the three-axis initial attitude angle of the aircraft is zero, $p_{1}=p_{2}=0$, and the coordinates of the ground object point A corresponding to the initial image plane center point in the track coordinate system are $(0,0,-H)$. The attitude (roll angle, pitch angle, and yaw angle) of the aircraft changes over time. The coordinate of the feature point corresponding to the center point of the image plane in the track coordinate system is the formula, and the coordinate of point A becomes $\left(g_{1}, g_{2}, L^{\prime}\right)$, in which $g_{1}=-V t, g_{2}=0$, with point A corresponding to the image plane coordinate system. The image plane coordinates are Ref. [39]

$$
\begin{equation*}
p_{1}^{\prime}=\frac{f}{L} V t \cos \theta \cos \psi+f \sin \theta \tag{18}
\end{equation*}
$$

$$
\begin{align*}
p_{2}^{\prime}= & \frac{f}{L} V t(\sin \varphi \sin \theta \cos \psi-\cos \theta \sin \psi) \\
& -f \sin \varphi \sin \theta  \tag{19}\\
p_{3}^{\prime}= & -\left(\frac{f}{L}\right)^{2} V t(\cos \varphi \sin \theta \cos \psi+\sin \varphi \sin \psi) \\
& +\frac{f^{2}}{L} \cos \varphi \cos \theta \tag{20}
\end{align*}
$$

The image motions of the center point of the image plane due to the change in the aircraft flight motion and attitude angle are as follows:

The calculated forward image motion is

$$
\begin{equation*}
\Delta p_{1}=\frac{f}{L} V t \cos \theta \cos \psi+f \sin \theta \tag{21}
\end{equation*}
$$

The horizontal image motion is

$$
\begin{equation*}
\Delta p_{2}=\frac{f}{L} V t(\sin \varphi \cos \psi-\cos \theta \sin \psi)-f \sin \varphi \sin \theta \tag{22}
\end{equation*}
$$

### 2.4.3. The Image Motion Calculation of an Image Array of an Area Array Camera

When the initial time $t=0$ is set, the three-axis initial attitude angles of the aircraft, $\varphi, \theta, \psi$, are zero, any point on the planar CCD image plane $P\left(p_{1}, p_{2}\right)$ corresponds to a ground feature point $G\left(g_{1}, g_{2}\right)$, and it can be concluded that

$$
\begin{equation*}
g_{1}=-\frac{H}{f} p_{1}, \quad g_{2}=-\frac{H}{f} p_{2} \tag{23}
\end{equation*}
$$

After $t$, the coordinates of the feature point G in the track coordinate system are $\left(g_{1},-V t, g_{2}\right)$.

The corresponding image coordinates in the image plane coordinate system are

$$
\begin{align*}
p_{1}^{\prime}= & \frac{f}{L}\left(\frac{H}{f} p_{1}+V t\right) \cos \theta \cos \psi+\frac{H}{L} p_{2} \cos \theta \sin \psi \\
& +\frac{f L^{\prime}}{L} \sin \theta \tag{24}
\end{align*}
$$

$$
\begin{align*}
p_{2}^{\prime}= & -\frac{f}{L}\left(\frac{H}{f} p_{1}+V t\right)(\cos \theta \sin \psi-\sin \varphi \sin \theta \cos \psi) \\
& +\frac{H}{L} p_{2}(\sin \varphi \sin \theta \sin \psi+\cos \theta \cos \psi) \\
& -\frac{f L^{\prime}}{L} \sin \varphi \sin \theta \tag{25}
\end{align*}
$$

The forward image motion is

$$
\begin{align*}
\Delta p_{1}= & \frac{f}{L}\left(\frac{H}{f} p_{1}+V t\right) \cos \theta \cos \psi \\
& +\frac{H}{L} p_{2} \cos \theta \sin \psi+\frac{f L^{\prime}}{L} \sin \theta-p_{1} \tag{26}
\end{align*}
$$

The horizontal image motion is

$$
\begin{align*}
\Delta p_{2}= & -\frac{f}{L}\left(\frac{H}{f} p_{1}+V t\right)(\cos \theta \sin \psi-\sin \varphi \sin \theta \cos \psi) \\
& +\frac{H}{L} p_{2}(\sin \varphi \sin \theta \sin \psi) \\
& -\frac{f L^{\prime}}{L} \sin \varphi \sin \theta-p_{2} \tag{27}
\end{align*}
$$

### 2.5. Image Motion Diagram in Different Situations

As shown in Figure 4, in the case of a vertical photograph of the ground, under the conditions of different aircraft flight speeds, different attitude angles, etc., the image motion vector at each point on the CCD area array calculated by the azimuth element method is obtained. Among them, (a) and (b) show the image motion caused by the different flight speeds of the aircraft when the attitude angle of the aircraft is zero. From the comparison of the two diagrams, it can be seen that the CCD image plane increases with increased aircraft flight speed. The larger is the image motion caused, the larger is the image motion at each point on the image surface of the CCD. In addition, the direction is the same, with all motions in the opposite direction of the flight direction of the aircraft, and (c) and (d) only change the roll angle of the aircraft. When the pitch angle, the yaw angle and the flight speed of the aircraft are all zero, the image motion vector diagram can be seen from the comparison of the two diagrams. The image motion caused by the aircraft's orientation increases as the aircraft roll angle increases. In addition, the image motions at the points on the CCD image surface are the same, and the directions are the same, with (c) and (d) showing that only the roll angle of the aircraft is changed, and the pitch angle, the yaw angle, and the aircraft flight speed are all zero. The image motion vector diagram shows that the greater is the roll angle of the aircraft, the greater is the image motion caused by the aircraft's spread with the same magnitude and direction of the image motions at each point on the CCD image plane. In this case, (f) and (g) show that only the aircraft's pitch angle is changed, and the roll angle, yaw angle, and flight of the aircraft are all zero. When the degrees are zero, the image motion caused by the vector diagram can be seen from the comparison of the two graphs. The larger is the pitch angle of the aircraft, the greater are the image motion caused by the flight direction of the aircraft and the image motion of each point on the CCD image plane. In the same size and direction, by comparing (g), (h), (i) and (j), it can be seen that when the aircraft's pitch angle is properly changed in accordance with the specified positive direction, the flight motion due to the aircraft can be reduced [40].

Concerning the amount of image motion caused on the CCD image plane, (k) and (l) show the image motion caused by changing only the yaw angle of the airplane, and the roll angle, pitch angle, and aircraft flying speed


Fig. 4. Continued.


Fig. 4. CCD array image shift vector of different conditions.
are all zero. From the comparison of the two diagrams, it can be seen that the image motion increases with increasing of the aircraft yaw angle, and the image motions at each point on the CCD image surface are different and in different directions. The aircraft can be seen from the diagram. The image motion caused by yaw is much smaller than that caused by other attitude changes [41].

## 3. IMAGE MOTION COMPENSATION TECHNOLOGY FOR THE CCD AREA ARRAY

Considering the production cost, volume limit, domestic process status, and system index requirements of the CCD area array mapping camera system, after analyzing and
comparing the application conditions of the above methods, a three-axis stabilization platform is added between the focal plane and the aircraft. The method is used to compensate for the image movement caused by aircraft movement and attitude changes and to overcome the influence of vibration and in-flight drag torque on image quality. A vibration absorber is added between the aircraft and the triaxial stabilization platform to isolate the highfrequency vibration. At the same time, the sampled rotary pitch axis correction method compensates for the compensation caused by aircraft flight motion.

### 3.1. Front Image Motion Compensation

In the process of photographing using the area CCD mapping camera, the pitch axis swings at a constant angular
velocity A (refer to Chapter 3 for the calculation of $\omega_{c}$ ). In the speed control mode, the motion period is the same as the photographing period. The working process is as follows. At the end of one shot, the pitch axis moves quickly along the flight direction to a certain fixed position (according to the ratio of the speed-to-height ratio, the size of the surface array digital camera target surface, etc.), and then it is photographed at an angular velocity $\omega_{c}$ and in the reverse direction of the flight at a constant speed. The above process is repeated to complete the image motion compensation process [42].

The calculation time interval T of the CCD area array camera is calculated as follows:

$$
\begin{equation*}
T=(1-\eta) H / V \times A / f \tag{28}
\end{equation*}
$$

The heading overlap rate in the formula is $\eta=60 \%$.
$A-\mathrm{CCD}$ area size, $4096 \times 0.009=36.86 \mathrm{~mm}$; $H-3000$ m to 5000 m ; and $V$-Reaches up to $180 \mathrm{~km} / \mathrm{h}$.

The central control system of the CCD area array mapping camera calculates the shooting interval based on $V$ and $H$ and continuously shoots according to a predetermined program. As shown in Table I.

### 3.2. Image Motion Compensation Due to Pitch, Yaw and Roll

The CCD area array camera compensates for the image motion caused by changes in the aircraft attitude. By adopting three axes (pitch, azimuth, and roll axes) of a three-axis stabilized platform, the angular rate is equal to the aircraft attitude change rate and in the opposite direction.

When the attitude of the aircraft changes, to compensate for the induced image motion, the CCD area array camera compensates for the image motion caused by the aircraft's change in attitude by adding a three-axis gyro-stabilizing platform between the aircraft body and the camera's optical system and focal plane. The specific implementation process is that when the control system receives information on a change in the aircraft's three attitudes. The servo controller controls the rotation of the three axes of the three-axis gyro stabilization platform, and the direction of rotation of the three axes is opposite to that of the aircraft attitude to achieve the compensation effect. Therefore, the residual image motion caused by compensating for aircraft attitude changes mainly depends on the accuracy of the servo control system in controlling the three-axis gyro stabilization platform of the CCD area array camera. When

Table I. Photography interval T value (units: s).

|  | H |  |
| :--- | :---: | :---: |
| V | 3000 m | 5000 m |
| $150 \mathrm{~km} / \mathrm{h}$ | 12.1 | 20.2 |
| $180 \mathrm{~km} / \mathrm{h}$ | 10.2 | 15.7 |

yaw, pitch and roll angles are generated when the attitude of the aircraft changes, the angle between the direction of the aircraft's speed and the direction of the speed when the initial aircraft does not change posture is the yaw angle. The direction of the camera motion compensation speed changes with the attitude change, and the camera shifts. The magnitude of the compensation speed is determined by the components of the aircraft speed in the three axis directions after the rotation of the coordinate system [43-44].

Let these three components be $V_{x}, V_{y}, V_{z}$.

$$
\begin{align*}
& {\left[\begin{array}{l}
V_{x} \\
V_{y} \\
V_{z}
\end{array}\right]=}\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & \cos \alpha & \sin \alpha \\
0 & -\sin \alpha & \cos \alpha
\end{array}\right)\left(\begin{array}{ccc}
\cos \theta & 0 & -\sin \theta \\
0 & 1 & 0 \\
\sin \theta & 0 & \cos \theta
\end{array}\right) \\
& \times\left(\begin{array}{ccc}
\cos \psi & \sin \psi & 0 \\
-\sin \psi & \cos \psi & 0 \\
0 & 0 & 1
\end{array}\right)\left[\begin{array}{c}
V \cos \psi \\
V \sin \psi \\
0
\end{array}\right]  \tag{29}\\
&\left\{\begin{aligned}
V_{x}= & V\left(\cos \theta \cos ^{2} \psi+\cos \theta \sin ^{2} \psi\right. \\
V_{y}= & V\left(\sin \alpha \sin \theta \cos ^{2} \psi-\cos \alpha \sin \psi \cos \psi\right. \\
& +\sin \alpha \sin \theta \sin ^{2} \psi+\cos \alpha \cos \psi \sin \psi \\
V_{z}= & V\left(\cos \alpha \sin \theta \cos ^{2} \psi+\sin \alpha \sin \psi \cos \psi\right. \\
& \left.+\cos \alpha \sin \theta \sin ^{2} \psi-\sin \alpha \cos \psi \sin \psi\right)
\end{aligned}\right\} \tag{30}
\end{align*}
$$

### 3.3. Application of the Orthogonal Projection Decomposition Method in Image Motion Calculation

As shown in Figure 5, at the instant of exposure of the vertically placed aerial camera, due to the flying motion of the aircraft, the ground object A moves relative to the aircraft to position $A^{\prime}$, and the point of motion moves to $a^{\prime}$, causing the influence to move if it is exposed to the camera. At the same time, by properly moving the CCD, the image point a can be relatively stationary.

The angular velocity of the pitch axis is calculated as follows: the image point formed by the center projection


Fig. 5. Chart of compensation speed calculation.

Table II. Image shift values due to rounding errors.

|  | Exposure time |  |  |  |
| :--- | :---: | :---: | :---: | :---: |
| Height | $1 / 1000 \mathrm{~s}$ | $1 / 500 \mathrm{~s}$ | $1 / 250 \mathrm{~s}$ | $1 / 100 \mathrm{~s}$ |
| 3000 | 0.6101 | 0.6102 | 0.6204 | 0.6109 |
| 5000 | 0.19 | 0.19 | 0.1901 | 0.1902 |

on the image plane at the start of exposure is a, and the image point moves to $a^{\prime}$ after exposure at time $t$. The image motion amount at point a after $t$ is

$$
\begin{equation*}
s=v_{i m c} t \tag{31}
\end{equation*}
$$

When the image motion $s$ is compensated using the method of rotation of the pitch axis, the rotational angular speed of the pitch axis is

$$
\begin{equation*}
\theta=\operatorname{arctg}(s /(f+H)) \tag{32}
\end{equation*}
$$

$\theta$-Rotation angle of the pitch axis; $s$-Flight distance of the aircraft during the exposure of the camera, $s=v t ; t$ Exposure time; $V$-Speed of the aircraft; $f$ - Camera focal length; and $H$-Aircraft altitude.

Since $f, s \ll H, \omega_{c}=V / H$, Eq. (32) can be simplified to $\omega_{c}=V / H$.

The image motion caused by calculating the rounding error is shown in Table II, where the exposure time is $1 / 1000 \mathrm{~s}, 1 / 500 \mathrm{~s}, 1 / 250 \mathrm{~s}$, and $1 / 100 \mathrm{~s}, f=90 \mathrm{~mm}$, and $V$ is $50 \mathrm{~m} / \mathrm{s}$ (maximum speed). $H$ is 3000 m (the minimum height) and 5000 m [45].

As seen from the Table II, the amount of paraxial image motion caused by the calculation of the rounding error does not exceed $1 / 3$. The elemental ( $3 \mu \mathrm{~m}$ ) effect on imaging quality can be ignored. The orthogonal projection analysis method is characterized by considering the main factors, ignoring the secondary factors, considering the independent action components of each factor, and ignoring the coupling action components. This method has a simple expression and employs easy calculations. This method is easy to use for engineering, but there is a certain image motion error after compensation, and it is difficult to calculate the amount of image motion with this method for complex optical systems [46].

## 4. THE ANALYSIS AND CALCULATION OF IMAGE MOTION RESIDUAL ERRORS

Full compensation is always difficult to achieve through image motion compensation. Starting from system development, it is necessary to propose a reasonable accuracy requirement, that is, a way to meet the requirements of image motion compensation. Under the conditions developed by the digital aerial camera, the minimum requirement on the median error of the remaining image motions after image motion compensation is that it should be no
more than $1 / 3$ of a pixel. For example, if the pixel size is $9 \mu \mathrm{~m}$, the error from the remaining image motion values after image motion compensation should be less than $3 \mu \mathrm{~m}$. The residuals compensated by various image motion compensation methods are not the same. This section analyzes and calculates the image motion residuals of the system based on the pitch rotation compensation method used by the surveying and mapping system.

### 4.1. Accuracy Analysis of the Pitch Rotation Compensation Method

The pitch compensation method is an approximate image motion compensation method because this method does not take into account the deviation of the $y$-direction image coordinates caused by the pitch rotation, which in turn causes blurring in the $y$-direction image.

Let $\alpha$ be the pitch rotation compensation angle.

$$
\begin{equation*}
\alpha=\operatorname{arctg} \frac{V t}{H} \tag{33}
\end{equation*}
$$

As seen from Formula (33), the accuracy of this compensation method depends on the accuracies of the speed, altitude, and exposure time of the camera shutter provided by the system, and the error model of the pitch rotation compensation method can be obtained.

$$
\begin{equation*}
d \alpha=\frac{1}{1+(V t / H)^{2}}\left(\frac{t d V+V d t}{H}-\frac{V t d H}{H^{2}}\right) \tag{34}
\end{equation*}
$$

Since $V t \ll H$, rounding off the second item,

$$
\begin{equation*}
d \alpha=\frac{t d V+V d t}{H}-\frac{V t d H}{H^{2}} \tag{35}
\end{equation*}
$$

From the error model, the precision estimation model of the method can be derived.

$$
\begin{equation*}
m_{\alpha}= \pm \sqrt{V^{2} m_{t}^{2}+t^{2} m_{v}^{2}+\frac{T^{2} V^{2}}{H^{2}} m_{h}^{2}} \tag{36}
\end{equation*}
$$

In the formula, $m_{\alpha}$ is the middle error of the image motion compensation; $m_{t}$ is the middle error of the camera shutter exposure time; $m_{v}$ is the error of the aircraft speed; and $m_{H}$ is the aircraft mid-range error [47].
Since the system must be equipped with a precision pilot GPS subsystem, the altitude error can be set to 10 m . Due to the relatively high accuracy of the GPS system, $m_{v}$ can be set to $1 \mathrm{~m} / \mathrm{s}$, and the accuracy of the camera shutter exposure time can generally reach $1 / 10$ of the exposure time. Figure 6 shows the mid-error curve of the pitch compensation for image motion compensation due to errors in aircraft speed, mid-course altitude errors, and exposure time errors, wherein the focal lengths are both 90 mm , and Figure 6(a) shows the same data at an altitude of 3000 m with the image motion versus exposure time from $10 \mathrm{~m} / \mathrm{s}$ to $50 \mathrm{~m} / \mathrm{s}$ [48].


Fig. 6. Pitch compensation image motion due to accuracy. (a) Shows the same data at an altitude of 3000 m with the image motion versus exposure time from $10 \mathrm{~m} / \mathrm{s}$ to $50 \mathrm{~m} / \mathrm{s}$. (b) Shows the same data at an altitude of 5000 m with the image motion versus exposure time from $10 \mathrm{~m} / \mathrm{s}$ to $50 \mathrm{~m} / \mathrm{s}$.

As seen from Figure 6 above, the slower the flight of the aircraft, the higher is the altitude, and the shorter the exposure time, the smaller are the errors in image motion compensation. When the altitude is 5000 m and the speed is $10 \mathrm{~m} / \mathrm{s}$, the middle error of the image motion compensation caused by each medium error in each exposure time of the system does not exceed $3 \mu \mathrm{~m}$. When the speed is $50 \mathrm{~m} / \mathrm{s}$, only the exposure time is less than 3 ms . To obtain high compensation accuracy, the mid-error of the image motion compensation due to each medium error does not exceed $3 \mu \mathrm{~m}$, and other longer exposures exceed $3 \mu \mathrm{~m}$ and cannot meet the requirements of image motion compensation. When the altitude is 3000 m , the speed is $50 \mathrm{~m} / \mathrm{s}$ and the exposure time is less than 1.6 ms , the medium shift error due to each medium error does not exceed $3 \mu \mathrm{~m}$, and other longer exposures exceed $3 \mu \mathrm{~m}$, a condition that cannot be satisfied. Similar to shift compensation requirements, to obtain high compensation accuracy, a high-precision pilot GPS subsystem must be configured [49].

### 4.2. Image Motion Residual Errors

To calculate the residuals compensated by the image motion compensation system, the discussion of image motion is decomposed into discussions of the image motion caused by the aircraft's flight motion and the image motion due to the change in the aircraft's attitude. Based on this discussion, the aircraft movement due to compensation is discussed separately. The residuals and the residuals that compensate for the change in attitude of the aircraft will be added in the same direction to obtain the total residual amount. The aircraft's flight speed is assumed to be zero when considering the compensation residual due to aircraft attitude change, and the attitude angle of the aircraft is assumed to be zero when analyzing and calculating the aircraft movement speed caused by the aircraft's flight speed compensation error.

### 4.2.1. Image Motion Compensation Residuals of Aircraft Attitude Changes

When the attitude of the aircraft changes, to compensate for the image motion caused by that change, the CCD area array camera adopts a method that adds a three-axis gyrostabilizing platform between the aircraft body, the camera optical system and the focal plane to compensate for the image motion caused by the aircraft attitude change. The specific implementation process is that when the control system receives the three pieces of attitude change information for the aircraft, the servo controller controls the three axes of the three-axis gyro stabilization platform to rotate, and the direction of rotation is opposite to that of the aircraft attitude, thereby achieving a compensating effect. Therefore, the image motion residual caused by compensating for aircraft attitude changes mainly depends on the accuracy of the servo control system in controlling the three-axis gyro stabilization platform of the CCD area array camera. From Chapter 5, we know that the control accuracy of the triaxial stability platform is $0.1^{\circ} / \mathrm{s}$, that is, the compensated equivalent aircraft attitude angle rate is $0.1 \%$, the exposure times are $1 / 1000 \mathrm{~s}, 1 / 500 \mathrm{~s}, 1 / 250 \mathrm{~s}$, and $1 / 100 \mathrm{~s}, f=90 \mathrm{~mm}, V$ is $50 \mathrm{~m} / \mathrm{s}$ (maximum speed), $H$ is 3000 m (minimum height), and the difference in the image motion due to aircraft attitude change is shown in Figure 7 [50-53].

As seen from Figure 7, the residual image motion compensation error of the CCD area array camera is less than $1 / 3$ pixel, which meets the requirements of the imaging system.

The attitude angle of the aircraft is zero when using the coordinate transformation method to calculate the image motion (image advancement) caused by aircraft flight compensation residuals, i.e., $\varphi=\theta=\psi=0$. Because the CCD area array camera adopts the pitch axis of the rotating triaxial stable platform to compensate for image advancement, when calculating the image motion compensation residual, it can be equivalent to the aircraft's


Fig. 7. Attitude compensation residual map.
flying speed $V$, and the aircraft's pitch angle is $t V t$. The computation of image motions when $\theta=\omega_{\text {imc }} t=$ $-V t / H$ is as follows.

$$
\left(\begin{array}{l}
0  \tag{37}\\
0 \\
L
\end{array}\right)=\left(\begin{array}{ccc}
\cos \theta & 0 & -\sin \theta \\
0 & 1 & 0 \\
\sin \theta & 0 & \cos \theta
\end{array}\right)\left(\begin{array}{l}
m_{1} \\
m_{2} \\
H
\end{array}\right)
$$

This equation is solved as follows:

$$
\left\{\begin{array}{l}
m_{1}=H \tan \theta  \tag{38}\\
m_{2}=0 \\
L=H / \cos \theta
\end{array}\right.
$$

The forward image motion is

$$
\begin{align*}
\Delta p_{1} & =p_{1}^{\prime}-p_{1} \\
& =\frac{f V t}{H} \cos ^{2} \theta+\frac{f L^{\prime}}{H} \sin \theta \cos \theta-p_{1} \sin ^{2} \theta \tag{39}
\end{align*}
$$

The horizontal image motion is

$$
\begin{equation*}
\Delta p_{2}=p_{2}^{\prime}-p_{2}=0 \tag{40}
\end{equation*}
$$

The total image motion residual is

$$
\begin{equation*}
\Delta p=\sqrt{\Delta p_{1}^{2}+\Delta p_{2}^{2}}=\left|\Delta p_{1}\right| \tag{41}
\end{equation*}
$$

As shown in Figure 8, the image motion residual image of the CCD area array is calculated by using the coordinate transformation method. From Figure 8, it can be seen that the image motion compensation residual at any point

(c)


Fig. 8. Image motion compensation residual map.
on the image plane does not exceed $1 / 3$ of a pixel. The minimum value is at the center of the image plane.

Figure 8(a) shows the image motion residuals when the aircraft's flight height is 3000 meters. The residual map when $p_{2}=0$ is shown in (b), and that for $p_{2}=900 \mu \mathrm{~m}$ is shown in (c).

Comparing (a), (b), and (c), it can be seen that the image motion compensation residuals at each point on the same column are distributed symmetrically around the center point, and the image motion compensation residuals are larger at the image point farther from the center point. Similarly, the image motion compensation residuals at each point on the same line are symmetrically distributed around the center point, and the image motion compensation residual increases with increasing distance from the center point.

Although the rotary pitch axis compensation method can meet the requirements of the CCD area array mapping camera, if the camera's focal plane is enlarged, the use of this method to compensate for camera image advancement is limited, as shown in Figure 8. If one does not consider the size of the camera focal plane, under the conditions of the camera's speed, height, etc., formulas (6-7) can be calculated when the image plane size is less than $9 \mathrm{~K} \times 9 \mathrm{~K}$, using the focal plane rotation method to compensate the image. The displacement residuals are all less than $3 \mu \mathrm{~m}$, and when the image plane size is larger than $9 \mathrm{~K} \times 9 \mathrm{~K}$, the angle $\theta$ between the ground point and the image plane center satisfies the condition $\left|\theta \succ 35^{\circ}\right|$, and the imaging system requirements cannot be met, as shown in Figure 9. Therefore, the focal plane is used. The rotation compensation method has a certain angle limit for the image advancement compensation. When the pitch angle of the pitch axis does not exceed $12^{\circ}$, the imaging requirement can be satisfied by using the rotary pitch axis to compensate for the image advancement [54-56].


Fig. 9. Residual map after an extended image.


Fig. 10. Overall residual map.

### 4.2.2. Total Image Motion

The total residual image compensation error of the CCD area array camera is equal to the sum of the image advancement compensation residual and the attitude compensation residual. The image total residual distribution map is shown in Figure 10. From Figure 10, it can be seen that the image motion compensation residual is the smallest at the center of the image plane, and the residual is large at the edge of the image plane. Overall, however, the use of a triaxial stabilization platform to compensate for image motions caused by aircraft flight and attitude changes is feasible and meets the requirements of the imaging system. The total residual image motion of any pixel on the image plane is less than $1 / 3$ of a pixel.

## 5. CONCLUSIONS

In this paper, the working principle of a CCD array surveying camera and a method for compensating for image shifts are studied and analyzed. A three-axis stabilized platform is added between the camera and the plane, the three axes of the rotating platform are compensated by the three axes of the rotating platform, and the forward flight motion of the plane is made using the rotating pitch axis compensation. The image shift calculation method is discussed, and coordinate transformation is applied to the image shift calculation of the CCD surface array camera. The principle is to identify the image shift by the matrix relation between the coordinates of the image points on the image surface before and after the camera attitude transformation. In addition, the coordinate transformation method for mapping the CCD array is introduced in detail. The calculation of the angular velocity of the camera motion compensation and the image quality and image motion residuals of the CCD camera after image motion compensation are analyzed. The coordinate transformation method is used to calculate that the method of compensating for the image forward motion by rotating the pitch axis and can satisfy the imaging requirement when the pitch angle
of the pitch axis does not exceed 12 degrees. The residual error of attitude image motion compensation is less than $3 \mu \mathrm{~m}$, which meets the imaging requirement. It is proven that the image motion compensation method and control algorithm designed in this paper meet the system requirements.
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