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Abstract: Optical remote sensing images are widely used in the fields of feature recognition, scene
semantic segmentation, and others. However, the quality of remote sensing images is degraded due
to the influence of various noises, which seriously affects the practical use of remote sensing images.
As remote sensing images have more complex texture features than ordinary images, this will lead to
the previous denoising algorithm failing to achieve the desired result. Therefore, we propose a novel
remote sensing image denoising network (RSIDNet) based on a deep learning approach, which mainly
consists of a multi-scale feature extraction module (MFE), multiple local skip-connected enhanced
attention blocks (ECA), a global feature fusion block (GFF), and a noisy image reconstruction block
(NR). The combination of these modules greatly improves the model’s use of the extracted features
and increases the model’s denoising capability. Extensive experiments on synthetic Gaussian noise
datasets and real noise datasets have shown that RSIDNet achieves satisfactory results. RSIDNet
can improve the loss of detail information in denoised images in traditional denoising methods,
retaining more of the higher-frequency components, which can have performance improvements for
subsequent image processing.

Keywords: image denoising; neural network; feature fusion; attention mechanism; remote sensing

1. Introduction

Remote sensing is a technology that collects information about the Earth in a non-
contact way [1]. Optical remote sensing images have a wide range of applications in
environmental monitoring [2], military target recognition [3], moving target tracking [4],
and resource exploration [5]. However, due to the inherent properties of remote sensing
imaging equipment and the processes of storage, compression, and transmission, remote
sensing images will be damaged by random signals, resulting in image degradation. Thus,
the acquired optical remote sensing images are often accompanied by many noise signals.
The existence of noise does not only affect the human visual perception of remote sensing
images but also limits the accuracy of subsequent remote sensing image processing [6],
which cannot meet people’s demand for high-quality remote sensing data. Noisy images
will seriously affect the accuracy of image segmentation and small target recognition [7].
Therefore, eliminating noise and improving image quality is an important task. Generally
speaking, the periodic noise generated in remote sensing imaging can be eliminated by
improving the hardware equipment. However, there is still a large amount of random noise
in the system due to the influence of thermal noise and photon shot noise [8]. As this type
of noise is an inherent property of the imaging system, methods to improve the quality of
the image, such as by controlling temperature, cannot be fully effective. As a result, many
researchers use image processing methods to remove noisy signals [9]. Remote sensing
image denoising is a classical problem in the field of remote sensing image processing,
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which is a low-level vision problem in computer vision [10]. Image denoising aims to
improve the quality of the image so that the generated image can better match the human
visual perception. As image denoising is an ill-posed problem [11], degraded images
correspond to multiple reconstruction results, and it is an important issue to select the
best result from multiple results. Therefore, image denoising has been a hot research topic.
The noise of remote sensing images can be divided into periodic noise and random noise
according to its manifestation [12,13]. While periodic noise can be removed by modeling
the noise through accurate analysis of its generation mechanism and sources, the random
noise inherent in imaging systems cannot be removed by this method. Effective removal
of random noise in remote sensing images has become a key means to improve image
quality. For remote sensing images, the main noise sources are dark current noise, thermal
noise, quantization noise, and photon shot noise caused by the particle nature of light [8].
According to the correlation between noise and image signals, the noise of remote sensing
images can be divided into additive noise and multiplicative noise.

Researchers typically model noise as a joint Poisson Gaussian distribution. During
the exposure time of an imaging sensor, photons hit the photoelectric conversion region
of a pixel and are converted to digital quantities. During this process, photon shot noise
is generated. Photon shot noise is a signal-dependent noise that can be approximated as
satisfying a Poisson distribution, and the rest of the additive random noise signal can be
modeled as a Gaussian distribution. The number of incident photons in the brighter regions
of the image is large. Photon scattered particle noise dominates the image. The amount of
incident photons is small when the image is at low brightness. The proportion of Gaussian
noise in the imaging system is greater at this time [14]. The formula can be described as:

xp = P(yp) + N(0, σ2
s ) (1)

where xp represents the actual measured value at the pixel of p the noisy image and yp
represents the expected pixel value. σ2

s is the Gaussian noise parameter in the image, which
is generally fixed. Let f = P(y) be the obtained observation value including Poisson noise,
and f satisfies the Poisson distribution [15]:

P( fp|yp) =
e−yp yp

fp

fp!
(2)

Photonic shot noise is signal-dependent noise, where different pixels receive different
intensities of light intensity signals corresponding to different variances, which can be
approximated as Gaussian noise by transforming the different variances of different pixels
in an image to a certain range through variance-stabilizing transformation (VST) [15]. The
whole image can be considered to be contaminated with Gaussian noise. Therefore, we
use the synthetic Gaussian noise as the training dataset in this paper. In addition, many
methods can generate remote sensing image denoising datasets. In [16,17], after noise
extraction is performed on the uniform area in the noise image, the generative adversarial
network (GAN) is trained to estimate the noise distribution over the input noisy images
and generate new noise samples. Then, the paired training set can be generated from the
noise map obtained in the previous step, and in turn, train a neural network to denoise.
In [18,19], the authors train the networks with multiple independent noisy observations
per scene, using the method of Neighbor2Neighbor. The novel neural network we propose
here can be used in the training process after the dataset is generated by the above method.

In recent years, deep learning-based image processing algorithms have attracted much
attention and have achieved impressive results in several computer vision tasks, such
as remote sensing image processing, medical computational imaging, image semantic
segmentation, detection, recognition, video surveillance, denoising, etc. The general flow of
the deep learning denoising method is shown in Figure 1. Convolutional neural networks
are effective in extracting hierarchical features from input data, and the effectiveness of
many of these applications depends to some extent on the structure of the network model
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used and the dataset. For remote sensing image denoising, for the same training dataset,
the network architecture of the model should effectively handle images containing rich
and complex information, so that clean remote sensing images can be recovered without
significant losses of image texture. To solve these problems, we propose in this paper
a novel remote sensing image denoising network (RSIDNet).It is mainly composed of
a multi-scale feature extraction module (MFE), multiple local skip-connected enhanced
channel attention blocks (ECA), and a global feature fusion block (GFF) composed of
noise feature map reconstruction block (NR). Specifically, first, we extract as many features
as possible in the first layer of the model through MFE, provide necessary information
for subsequent feature mapping and feature reconstruction, and effectively improve the
expression ability of the model. In the main feature mapping part, the output of each ECA
is input to the next ECA and connected to the following network structure through skip
connection. The noise information hidden in the complex background is finely extracted,
which greatly improves the model’s ability to extract the features. Utilization improves
the denoising ability of the model. GFF compresses and merges the features extracted by
each ECA, reducing the computation of the model. Finally, extensive experiments have
shown that RSIDNet achieves suitable results on both synthetic Gaussian noise images as
well as on real noisy remote sensing images. In terms of subjective and objective metrics,
the denoising performance in remote sensing images exceeds that of currently popular
denoising algorithms.
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The main contributions of this work are summarized as follows:

1. Because remote sensing images have complex feature characteristics, inspired by the
inception network architecture [20], we use a multi-scale feature extraction block in
the first layer of the model to extract as many features and detailed textures as possible
from the original noisy images, effectively improving the model’s ability to maintain
details and the model’s generalization ability. The learning difficulties of the network
can be alleviated without the loss of information.

2. We designed a network structure for deep and shallow feature fusion by analyzing
the signal transfer in the network and fused the deep and shallow information of the
model into the main feature mapping part through skip connections in the subsequent
network structure to facilitate the subsequent reconstruction process. The shallow
information focuses on local information in the image such as edges, while the deep
information focuses on global information in the image such as texture and high-level
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semantic information, thus improving the expressiveness of the denoising model
to obtain satisfactory noise feature maps for global feature fusion and noise map
reconstruction.

3. The main component of the model, the enhanced attention block (EAB), has been
specifically designed to process remote sensing images with complex information.
The module is significantly useful for processing complex noisy images by being able
to mine the noise information hidden in the complex background from a given noisy
image.

4. In this paper, a variety of evaluation indicators are proposed for the evaluation of the
denoising effect of remote sensing images. The evaluation metrics include pixel-level
evaluation and visual effect evaluation metrics. Our proposed denoising algorithm
achieves superior results than other traditional methods and deep learning methods
on both synthetic noisy images and real noisy images.

The remainder of this paper is organized as follows. Section 2 mainly describes the
development of traditional methods and deep learning methods in remote sensing image
denoising, as well as their advantages and disadvantages. Section 3 describes the proposed
method, and each module is systematically introduced and analyzed. Section 4 verifies
the effectiveness of RSIDNet by a number of comparative experiments. Section 5 gives
conclusions and subsequent improvements.

2. Related Work
2.1. Traditional Methods of Remote Sensing Image Denoising

Remote sensing image denoising methods have constituted a challenging research
direction in past decades and remain a hot research area. Many algorithms have been
proposed and applied in remote sensing image processing [9]. According to different
principles, traditional image denoising algorithms can be divided into (1) filtering-based
denoising algorithms and (2) statistical learning-based methods.

The main idea of the filter-based algorithm [21,22] is to preserve information by local
smoothing of noisy images, and to eliminate noise by calculating the relationship between
noisy image pixels and the surrounding pixels. Depending on the domain of action, filter-
based algorithms can be divided into spatial domain-based algorithms and transform
domain-based algorithms. The representative methods are as follows. The non-local
mean (NLM) proposed by Buades et al. [23] was an early breakthrough method for image
denoising. Unlike the previous use of image local information to denoise images, it utilizes
redundant information from the whole image and achieves better results. Unlike the
commonly used bilinear filtering and median filtering, which use local information of the
image to filter, it uses the whole image for denoising, finding similar regions in the image
as image blocks and then averaging these regions, which can remove the Gaussian noise
present in the image relatively well. The Weighted Nuclear Norm Minimization (WNNM)
algorithm proposed by Gu et al. [24], through minimizing nuclear norm, transforms the
rank minimization problem into a convex optimization problem for solving, achieving
excellent denoising effects. However, this algorithm cannot deal with complex image
structures well and easily produces excessive smoothing phenomena. Later, to maintain
the local structure, some researchers added total variation constraint to the original model,
and the iterative solution model achieved a better denoising effect than before. In terms
of the transform domain algorithm, the idea of a denoising algorithm is to transform
image space problems into transform domain space and then reverse transform after
certain filtering [25,26]. Kostadin et al. [27] proposed that the block matching and three-
dimensional filtering (BM3D) algorithm is similar to the non-local mean algorithm. It can
also find similar blocks in the image, but it is more complicated. It not only integrates spatial
methods and transformation methods but also uses the advantages of both intra-fragment
correlation and inter-correlation. BM3D combines spatial denoise and transform denoise to
obtain the highest peak signal noise ratio. It first absorbs the method of calculating similar
blocks in NLM and then integrates the method of wavelet transform domain denoising.
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Statistical learning is a method for learning patterns and knowledge through data,
which includes algorithmic models such as decision trees and Bayesian estimation. Sta-
tistical learning is used to learn the statistical properties of natural images, noisy images,
and noisy signals, and to fuse spatial and transform domain methods to denoise images,
with a focus on the determination of parameters such as the original model filter kernel
size and scale transform thresholds using learning mechanisms. For example, Cybenko
et al. [28] proposed the BayesShrink algorithm, which uses the Bayesian estimation method
to learn the threshold conditions to obtain a more accurate separation between the image
and the noise. Other researchers build model algorithms around statistical learning itself.
The K-SVD algorithm proposed by Aharon et al. [29] and the OTSC algorithm proposed
by Zhao et al. [30] both use a sparse coding algorithm to denoise the image. The K-SVD
algorithm performs a coefficient table on the image block through training. Combined
with the inherent structure of the image to estimate the original image, these two methods
perform well in terms of texture preservation, etc., but the computational complexity is
high, and the denoising time is too long.

Although the traditional algorithms described above are remarkably useful for remote
sensing images, the traditional methods also face the following three problems: (1) they
require various hyperparameters to be set manually; (2) since such algorithms are used
to obtain optimal results by solving for the optimal variance, they require significant
computational and time costs; (3) only specific intensities of noise can be handled

2.2. Deep Learning Methods of Remote Sensing Image Denoising

In recent years, with the improvement of computer parallel processing capabilities,
deep learning technology has been greatly developed, and it has been rapidly developed in
image processing, natural language processing, and recommendation systems. Computer
vision is an important research direction of deep learning theory. From target recognition
to semantic segmentation, from super-resolution to image enhancement, deep learning
has greatly improved the indicators in these fields, and the image denoising algorithm
based on deep learning has also been greatly developed. The method based on deep
learning is to obtain prior knowledge by learning a large amount of data, thereby mapping
the noisy image to the real image to achieve the denoising function. Early deep learning
methods are based on feed-forward networks or multi-layer perceptron (MLP) to process
features or image patches. Burger et al. [31] earlier proposed a multi-layer perceptron
denoising network. This method consists of four fully connected layers. The difference
between the network output and the actual image is constrained by the L2 loss function for
iterative learning. The image is denoised once in a window mode. Chen et al. [32] proposed
the Trained Nonlinear Reaction Diffusion (TNRD) model, whose algorithm process is to
analyze the captured image structure information by multi-layer convolution through a
filter kernel composed of specific a priori information and to separate the noise from the
image information in the convolution process. The algorithm separates the noise from the
image information during the convolution process, thus achieving a denoising effect. The
method combines a non-diffusion model with a feed-forward network to achieve suitable
denoising results. The above two denoising models based on deep learning have achieved
similar performance to the BM3D algorithm for the first time, but both have the problem of
insufficient model feature extraction ability and unstable denoising effects.

The denoising algorithm based on deep convolutional neural network is also a rela-
tively common method. Viren et al. [33] first proposed a natural image denoising method
based on CNN, combining CNN’s ability to extract image features with image denoising
tasks, and achieved suitable experimental results. Zhang et al. [34] and others improved
this method and introduced methods such as residual learning [35] and batch normaliza-
tion [36]. The method can separate the original information and noise in the noisy image
through an elaborate residual network, and then output the noise information and make
a difference with the noisy image to obtain a denoised image. This method enhances
the image perception ability of the network by removing the pooling layer and setting a
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reasonable convolution kernel size, thereby obtaining satisfactory denoising ability in blind
denoising and non-blind denoising scenes, and experiments show that its generalization
ability is greatly improved compared with traditional algorithms. Subsequently, Zhang
et al. further proposed the FFDNet denoising model [37], where, under the condition
of non-blind denoising, the noise level estimation is used as one of the inputs, and the
input image is down-sampled into multiple sub-images to be superimposed in the channel
direction. Then, they input the network for training, which reduces the parameters and
computational efficiency of the network while ensuring the results. Divakar et al. [38]
proposed the idea of adversarial training to optimize the denoising ability of traditional
CNN networks and achieved suitable results.

The deep learning-based methods mentioned above also have some shortcomings: (1)
some deep networks do not make full use of the influence of shallow layers on deep layers,
and (2) the deep learning-based methods mentioned above do not fully take into account
the complex features of remote sensing images, and the extracted image features are not
rich or sufficient.

2.3. Attentional Mechanism

Figure 2 shows the structure of the channel attention module [39]. It exploits the
channel interdependencies of the feature mapping, and this module determines which
channel is important by calculating the weights. As shown in Figure 3, the channels
that have a large impact on the noise reconstruction are given a greater weight. Since
the convolutional layer only makes use of local information and not global contextual
information, we first use the global average pool to represent the global information that
represents the whole image. First, input the feature Lc

in ∈ Rh×w×c to obtain the context
information in the spatial dimension through global pooling, thereby obtaining a one-
dimensional vector Vc ∈ R1×1×c.

Vc =
1

h× w

h

∑
i=1

w

∑
j=1

Lc
in(i, j) (3)

where Lc
in(i, j) is the value at the position (i, j) of the feature map.

Then, use the vector Vc as the input of a fully connected layer to obtain the description
vector Dc, and multiply the input feature and the description vector to obtain the refine
feature Lc

out.
Dc = sig(W2(W1(Vc, c/r), c)) ∈ R1×1×c (4)

Lc
out = Lc

in ◦ Dc ∈ Rh×w×c (5)

where sig(·) represents the sigmoid nonlinear activation function, W1(·, ·) and W2(·, ·)
represent the fully connected layer, the second parameter represents the number of neurons,
and ◦ represents the element multiplication. The multiplied feature has the same dimension
as the input feature.
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Figure 3. We input the picture into the trained model and extracted the different attention values
corresponding to the 64 channels in the 7th enhanced attention block, and the heat maps of the
corresponding partial feature maps were output after the attention mechanism.

2.4. Residual Structure

The residual network structure was first proposed by He Kaiming’s team [35]. The
residual network was proposed to solve the network degradation problem of deep neural
networks (DNN) when there are too many layers. As the number of network layers
increases, the accuracy of the network reaches saturation and then rapidly degrades, and
this degradation is not caused by overfitting. The skip connection in ResNet solves the
problem of gradient disappearance in deep neural networks, allowing gradients to flow
through this alternative shortcut. Another way to help with these connections is to allow
the model to learn its functions, thus ensuring that the performance of the higher layer is at
least the same as the lower layer, not worse. The formula can be expressed as follows:

H(x) = F(θ, x) + x (6)

where F(·, ·) is the residual mapping to be learned, θ is the parameter to be learned, and x
is the feature map input by the upper layer.

The network composed of multiple residual learning modules is the residual network.
The residual network has been widely used in image classification, target detection, and
image super-resolution, and has achieved satisfactory results. In the DnCNN denoising
network proposed by Zhang [34], this residual learning idea is also used to improve the
performance of the denoising model. For image denoising, the noise image y and the clear
image x are usually similar, so the network learning the identity mapping F(y) = x and the
residual network directly learning R(y) = y − x will make training easier.
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3. Proposed Method
3.1. Network Architecture

Figure 4 shows the overall structure of our proposed RSIDNet. The input is our noisy
image, which can be a single-channel panchromatic remote sensing image Iin ∈ Rh×w

or a color format remote sensing image Iin ∈ Rh×w×3. First, through multi-scale feature
extraction, in the model, the first layer extracts as many features as possible from the input,
expressed as:

L1 = fMFE(Iin) = concate(σ(BN(C(Iin, w× w, c)))), w = 1, 3, 5, 7 (7)

where C(·) represents an ordinary convolutional layer, the convolution kernel size of
this convolutional layer is w× w, the number of output channels is c, σ(·) represents the
non-linear layer ReLU, and BN represents the batch normalization layer.
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Figure 4. The proposed remote sensing image denoising network consists of four parts, which are a
multi-feature extraction module (MFE), an enhance channel attention block (ECA) group, a global
feature fusion block (GFF), and a noise feature map reconstruction block (NR).

The main feature mapping part of the model is composed of the same residual attention
block, and each block contains two convolutional layers and a channel attention module.
The output of each block is connected to the next block and the global fusion module,
which helps to deepen the depth of the model to prevent the gradient from disappearing,
and through the jump connection, the shallow information extracted by the model is also
fused in the subsequent modules.

L2 = GFF(concate(
n

∑
i=1

Bi)) (8)

Bi = F(Bi−1) = fconv( fconv( fCA(Bi−1))), i = 1, 2, · · ·, n (9)

where L2 represents the output after passing the GFF module, GFF represents the global
feature fusion module, F represents the enhanced attention block (ECA), Bi represents
the output result of the i-th enhanced attention block (ECA), and n is a hyperparameter
representing the number of enhanced attention modules. fconv and fCA represent the
convolutional layer and channel attention layer, respectively, in the residual attention
module.

3.2. Role of Multi-Scale Feature Extraction Module

Inspired by the inception network structure [20,40], as shown in Figure 5, multi-scale
feature extraction is used in the location of feature extraction [41]. Compared with ordinary
convolution, the multi-scale network extracts different context information. Specifically, the
input goes through four paths, which are convolutional layers with different kernel sizes
(1× 1, 3× 3, 5× 5, 7× 7), and the number of output channels in each output layer is c/4.

Li
in = Conv(Lin, w× w,

c
4
) ∈ Rh×w× c

4 , w = 1, 3, 5, 7 (10)
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Figure 5. Schematic diagram of the multi-scale feature extraction used in this paper. The input has
four branches, and convolutions with different convolution kernel sizes are performed. The four
images on the right are the heat maps of the features extracted in the output of each branch.

After obtaining the output results of the four channels, we aggregate the four output
results to obtain a matrix with the number of channels c.

Lout = cat[L1
in, L2

in, L3
in, L4

in] ∈ Rh×w×c (11)

3.3. Loss Function

There are many choices of loss functions for optimization in the field of deep learning
image denoising, such as `1 loss function, `2 loss function, perceptual loss function, and
total variation loss function [9]. Some networks use multiple loss functions to optimize the
model. In this paper, the mean square error (MSE) is selected as the loss function to calculate
the difference between the predicted residual image RSDNet(Yj) and the corresponding
(Yj − Xj). Yj and Xj represent the noise image and the real image, respectively. It can be
expressed as:

L(θ) =
1

2N

N

∑
j=1

(‖RSIDNet(Yj, θ)− (Yj − Xj) ‖ 2)
2 (12)

θ represents the parameters of the RSIDNet after training, N represents the number of noisy
and clear image pairs, and the Adam optimizer optimizes the parameters to continuously
minimize the value of the loss function.
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4. Experiments
4.1. Datasets

Our training data use the public dataset NWPU-RESISC45 [42] from Northwestern
Polytechnical University. A partial picture of the dataset is shown in Figure 6. The size
of each remote sensing image in the dataset is 256 × 256. The dataset contains a total
of 45 types of color remote sensing images; for each type of remote sensing, there are
700 images, for a total of 31,500 images. The grayscale image used in the experiment was
generated by converting the color image into YCbCr space and then taking the Y component
as the gray image. In the experiment, 70% of the dataset was used for training and 30% was
used for denoising performance tests. The process of generating a synthetic noise image
entails taking out a remote sensing image x in the above training set and adding Gaussian
white noise n with standard deviation σn, thus obtaining a synthetic noise image y, which
can be described by the formula:

y = x + n (13)

where the probability density function of the noise n is:

f (n) =
1√

2πσn
exp(− n2

2σ2
n
) (14)
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Different noise levels (i.e., σn = 15, 25, 35, and 50) were used in the experiments for
training and testing, and the training results of the training set with noise levels in the
interval [0, 55] were used as the results of blind denoising.

To verify the denoising effect of the trained model on other datasets, we randomly
selected 50 images in the UCMerceed_LandUse dataset [43] as the test set. For the noisy
images used for training, we used the bicubic interpolation method with down factors of
0.7, 0.8, 0.9, and 1 to increase the diversity of the training samples. Because different areas
of the image contain different detailed features, we need to divide the training set into
small patches of 60 × 60. This can effectively improve the robustness of feature extraction
and the efficiency of training models in the denoising process.

4.2. Implementation Details and Hyperparameter Settings
4.2.1. Implementation Settings

Inspired by [44], to speed up the training speed and the limitation of video memory,
the training data were divided into a block size of 60 and a step length of 20. In the training
process, the initial learning rate was set to 10−3, ε = 10−8, and the total number of training
units was 70. After 20 epochs, the learning rate decayed to one-tenth of the original, and the
batch size was set to 32. The parameters of the network were initialized using the method
proposed by He et al. [45]; the optimizer uses Adam [46] algorithm and the parameters are
β1 = 0.9, β2 = 0.999.
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We used PyTorch version 1.10.1 [47] and Python version 3.7 to train and test the
model. The whole experiment has an Intel Core i7-10700K CPU, 32G memory, and NVIDIA
GeForce RTX 3070 GPU. The CUDA and CuDNN versions are 11.3 and 8.2.1, respectively.

4.2.2. Network Hyperparameters

In our proposed neural network, two parameters must be manually set. One is the
number of enhanced channel attention blocks B and the number of feature channels c.
These two parameters also determine the depth of the network. As shown in Figure 7, we
compared the effects of different numbers of enhanced attention blocks B and different
feature channels c on the denoising performance. The dataset in the experiment is the
NWPU-RESISC45 test set with a noise signal of σ = 35. It can be seen from the figure that
as the number of enhanced attention increases, the performance of the model gradually
improves. In theory, this is because of the increase in the depth of the model. The nonlinear
expression ability of the model is increased, so that complex noise signals can be fitted, but
when L > 8, the performance of the model no longer increases significantly, but the amount
of calculation is constantly increasing. This is because as the depth of the model increases,
the difficulty of training gradually increases, and the model approaches saturation, which
may lead to a decline in the learning ability of some shallow information, so the performance
of the model no longer improves. In addition, when the number c of feature maps becomes
larger and larger, the performance of the model gradually grows slowly, but the amount of
parameters is greatly improved. To achieve a balance between computational burden and
model performance, we chose c = 64.
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Figure 7. The influence of the number of different feature maps c and the number of enhanced
channel attention blocks (ECA) B on the PSNR results. This experiment is on the NWPU-RESISC45
test set with a noise intensity of σ = 35.

Figure 8 shows the influence of different attenuation coefficients r in channel attention
on model denoising performance. When there is no channel attention module, the value
of the denoising evaluation index PSNR is the smallest, which shows the effectiveness of
adding channel attention. When r = 1, it means that there is no reduction in the dimen-
sionality of the feature vector, but there may be over-fitting problems resulting in poor
results on the test set. Later, as the attenuation coefficient r increases, information is lost
due to many compressions, so we chose r = 8. In this setting, the model has a better balance
between performance and parameters.
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tion coefficients as the number of steps increases. This experiment is on the NWPU-RESISC45 test set
with a noise intensity of 35. (b) Enlarged view of the partial area in (a).

4.2.3. Implementation Process

The algorithm implementation process mentioned in this paper is similar to other
deep learning-based methods and consists of four main steps: (1) neural network model
building, (2) dataset pre-processing, (3) training the model, and (4) prediction of denoised
images by the training model.

The detailed design of each process is described in detail below.
(1) Neural network model building: The powerful expressiveness of neural networks

and deep learning models is determined by the structure of neural networks and the
number of parameters, and the construction of neural network models is an important step
in deep learning methods. In Section 3.1 of this paper, we introduce the detailed structure
of our proposed RSIDNet, and in Section 4.2, we introduce the hyperparameter settings in
the model, and based on these, we can quickly implement the RSIDNet network model
and subsequently input the dataset into the model to realize the training of the model, and
the neural network framework can automatically select the CPU or GPU according to the
configuration of the personal computer. The initial value of the weight matrix of the neural
network has a significant impact on the training process and the final results. Therefore,
to ensure a suitable performance of the network, we also perform the He initialization
operation for the parameters in the RSIDNet model.

(2) Dataset pre-processing: The images in the dataset cannot be directly input to
the neural network. There are three steps for pre-processing the training set of remote
sensing images, which are image chunking, image pixel value normalization, and data
enhancement. The normalization is realized by scaling the pixel values of the images so
that the pixel values are between [0, 1], which can be described by the formula:

x̃(i) =
x(i) −mini(x(i))

maxi(x(i))−mini(x(i))
(15)

where x(i) represents the value of the i-th pixel in an image; mini(x(i))/maxi(x(i)) represent
the minimum and maximum values of the pixel values in an image, respectively; and x̃(i)

represents the value after normalization.
To speed up the training speed and the limitation of video memory, the training data

are divided into a block size of 60 and a step length of 20. The bicubic interpolation method
with down factors of 0.7, 0.8, 0.9, and 1 is used to achieve data augmentation.

(3) Training model: The detailed settings of the optimizer, loss function, batch size,
epoch, learning rate, and other parameters in the model training process are described in
Section 4.2 of this paper. The trained model file is then brought to the next step.

(4) Prediction of denoised images by the trained model: This step normalizes the noisy
remote sensing image and feeds it into the trained model to obtain a clean remote sensing
image.
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4.3. Compare with Advanced Algorithms

In this work, we conducted contrast experiments on grayscale and color-synthesized
Gaussian noise images. Comparative experiments were carried out on different test datasets.
In these experiments, we selected the current state-of-the-art algorithms in the field of
traditional remote sensing image denoising and deep learning. These methods include
BM3D [27], K-SVD [29], WNNM [24], DnCNN [34], ADNet [48], and ECNDNet [49]. We
use two commonly used image restoration indicators, PSNR and SSIM [9], to quantitatively
compare the performance of the denoising methods. The following is a detailed description
of the performance metrics.

For a given size m × n, clean image I, and denoised image K, the mean square error is
defined as follows:

MSE =
1

mn

m−1

∑
i−0

n−1

∑
j=0

[I(i, j)− K(i, j)]2 (16)

Then, there is PSNR as:

PSNR = 10× log10(
MAX2

MSE
) (17)

MAX and MSE represent the maximum value of the pixel and the root mean square error
between the noisy image and the denoised image, respectively. Generally, for uint8 data,
the maximum pixel value is 255; for floating-point data, the maximum pixel value is 1.

The SSIM formula is measured based on the three indicators brightness, contrast, and
structure between the denoised image x and the real image y. This evaluation method can
be more in line with the perception of the human eye.

SSIM(x, y) =

(
2µxµy + c1

)(
2σxy + c2

)(
µ2

x + µ2
y + c1

)(
σ2

x + σ2
y + c2

) (18)

where µx and µy are the mean values of x and y, respectively; σx and σy are the variances of
x and y, respectively; σxy is the covariance of x and y; and c1 and c2 are two constants to
avoid division by zero.

4.3.1. Gray and Color Synthetic Noisy Remote Sensing Image

In this section, we use qualitative and quantitative methods to illustrate the effective-
ness of our proposed method from two aspects: visual perspective and objective evaluation
indicators. The quantitative results (PSNR/SSIM) of color and grayscale remote sensing
images are shown in Tables 1 and 2 respectively. All experiments are on the test datasets
NWPU-RESISC45 and UCMerced_LandUse under different noise levels (i.e., 15, 25, 35,
50). RSIDNet is very competitive with other popular methods for color and gray noisy
images from test datasets. Traditional algorithms such as K-SVD and BM3D reveal the
worst results, since traditional methods are not like deep learning methods that can learn
prior knowledge from external data for image reconstruction. After denoising, KSVD still
has a small part of the noise. Although BM3D effectively removes the noise, it has the
problems of excessive smoothness and loss of detail. Other deep learning-based denoising
algorithms can retain more detail than BM3D, but the effect is still not ideal. Compared
with the above-mentioned methods, our proposed method can not only remove the noise
but also retain the detailed texture information in the image, while also achieving better
denoising performance.
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Table 1. Different noise levels and blind denoising performance metrics in the NWPU-RESISC45 and
UCMerced_LandUse datasets.

Dataset Methods σ = 15
PSNR/SSIM

σ = 25
PSNR/SSIM

σ = 35
PSNR/SSIM

σ = 50
PSNR/SSIM

NWPU-RESISC45

BM3D 31.52/0.9316 29.05/0.8862 27.49/0.8470 25.82/0.7977
K-SVD 29.42/0.8950 26.89/0.8146 24.56/0.7295 22.59/0.6171

WNNM 31.44/0.8509 29.38/0.8030 27.97/0.7515 26.54/0.6972
DnCNN-S 31.90/0.9345 29.51/0.8934 28.13/0.8596 26.71/0.8158
DnCNN-B 31.80/0.9332 29.49/0.8924 28.07/0.8575 26.65/0.8154

ADNet 31.83/0.9367 29.53/0.8990 28.11/0.8655 26.71/0.8260
ECNDNet 31.72/0.9363 29.36/0.8936 28.10/0.8660 26.74/0.8273

RSIDNet(ours)-S 31.94/0.9385 29.64/0.9007 28.22/0.8692 26.82/0.8295
RSIDNet(ours)-B 31.81/0.9357 29.50/0.8964 28.03/0.8628 26.60/0.8187

UCMerced_LandUse

BM3D 31.31/0.9361 28.779/0.8935 27.18/0.8564 25.43/0.8081
K-SVD 29.31/0.9007 26.50/0.8193 24.38/0.7357 22.06/0.6257

WNNM 31.55/0.8822 28.99/0.8174 27.42/0.7627 25.88/0.7047
DnCNN-S 31.79/0.9422 29.28/0.9046 27.72/0.8717 26.13/0.8289
DnCNN-B 31.52/0.9380 29.05/0.8990 27.57/0.8661 25.85/0.8204

ADNet 31.64/0.9402 29.19/0.9041 27.66/0.8710 26.19/0.8298
ECNDNet 31.60/0.9394 29.08/0.8990 27.60/0.8704 26.22/0.8314

RSIDNet(ours)-S 31.84/0.9429 29.38/0.9065 27.88/0.8757 26.34/0.8353
RSIDNet(ours)-B 31.57/0.9384 29.10/0.8998 27.56/0.8661 25.92/0.8212

Table 2. Different noise levels in the RGB color space and blind denoising performance metrics in the
NWPU-RESISC45 and UCMeced_LandUse datasets.

Dataset Methods σ = 15
PSNR/SSIM

σ = 25
PSNR/SSIM

σ = 35
PSNR/SSIM

σ = 50
PSNR/SSIM

NWPU-RESISC45

CBM3D 33.95/0.9602 31.16/0.9277 29.32/0.8953 27.23/0.8499
K-SVD 31.05/0.9186 28.34/0.8776 26.96/0.8205 24.68/0.7363

WNNM 31.45/0.8508 29.35/0.8035 27.99/0.7512 26.56/0.6974
DnCNN-S 34.25/0.9631 31.59/0.9356 30.00/0.9107 28.41/0.8777
DnCNN-B 33.98/0.9610 31.40/0.9347 29.81/0.9090 28.30/0.8742

ADNet 34.14/0.9621 31.54/0.9347 29.95/0.9097 28.40/0.8774
ECNDNet 34.01/0.9602 31.36/0.9330 29.83/0.9076 28.34/0.8755

RSIDNet(ours)-S 34.28/0.9635 31.61/0.9360 30.08/0.9137 28.49/0.8791
RSIDNet(ours)-B 33.76/0.9602 31.44/0.9331 29.74/0.9050 28.33/0.8741

UCMerced_LandUse

CBM3D 33.22/0.9585 30.67/0.9299 28.97/0.9015 27.05/0.8609
K-SVD 30.85/0.9319 28.58/0.8867 26.68/0.8333 24.46/0.7534

WNNM 31.54/0.8820 29.95/0.8175 27.45/0.7620 25.87/0.7052
DnCNN-S 33.18/0.9602 30.79/0.9347 29.29/0.9105 27.70/0.8774
DnCNN-B 32.94/0.9589 30.65/0.9330 29.17/0.9086 27.62/0.8751

ADNet 32.99/0.9588 30.71/0.9338 29.16/0.9086 27.70/0.8774
ECNDNet 32.75/0.9572 30.42/0.9315 28.98/0.9073 27.61/0.8762

RSIDNet(ours)-S 33.26/0.9609 30.82/0.9358 29.35/0.9125 27.83/0.8809
RSIDNet(ours)-B 32.91/0.9570 30.67/0.9334 29.18/0.9088 27.68/0.8755

Figures 9–12 illustrate the visual images from K-SVD, BM3D, DnCNN, ECNDNet,
and ADNet. It can be seen that our method is significantly ahead of other methods in
maintaining image detail and image sharpness. In addition, as shown in Table 3, we
experimented with remote sensing images of different scenes. Although these same images
have different texture characteristics, contrast, and brightness, increasing the difficulty of
denoising, our proposed method achieved competitive results compared to other methods.
The advantage of this algorithm is not obvious in images with simple textures or images
with less information in them, such as beach and deep forest.
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Figure 9. The denoising effects of various methods when the noise intensity is σ = 35. The PSNR
values are: (b) noisy image, 17.87 dB; (c) K-SVD, 23.31 dB; (d) BM3D, 24.39 dB; (e) DnCNN, 25.28 dB;
(f) ADNet, 25.34 dB; (g) ECNDNet, 25.30 dB; (h) RSIDNet(ours), 25.38 dB.
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Figure 10. The denoising effects of various methods when the noise intensity is σ = 50. The PSNR
values are: (b) noisy image, 14.72 dB; (c) K-SVD, 21.31 dB; (d) BM3D, 22.94 dB; (e) DnCNN, 23.74 dB;
(f) ADNet, 23.79 dB; (g) ECNDNet, 23.81 dB; (h) RSIDNet(ours), 23.88 dB.
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Figure 11. The denoising effects of various methods when the noise intensity is 50σ = . The PSNR 
values are: (b) noisy image, 14.81 dB; (c) K-SVD, 24.76 dB; (d) BM3D, 27.03 dB; (e) DnCNN, 27.97 
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Figure 11. The denoising effects of various methods when the noise intensity is σ = 50. The PSNR
values are: (b) noisy image, 14.81 dB; (c) K-SVD, 24.76 dB; (d) BM3D, 27.03 dB; (e) DnCNN, 27.97 dB;
(f) ADNet, 27.95 dB; (g) ECNDNet, 27.96 dB; (h) RSIDNet(ours), 28.11 dB.
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Figure 12. The denoising effect of various methods when the noise intensity is σ = 50. The PSNR
values are: (b) noisy image, 14.55 dB; (c) K-SVD, 24.35 dB; (d) BM3D, 27.04 dB; (e) DnCNN, 28.04 dB;
(f) ADNet, 28.06 dB; (g) ECNDNet, 28.01 dB; (h) RSIDNet(ours), 28.13 dB.
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Table 3. Comparison of denoising effects in different types of remote sensing images in the NWPU-
RESISC45 test set.

Image Airplane Beach Forest Freeway Island Ship Stadium River

Noise level σ = 15

BM3D 33.01 30.52 40.23 31.64 36.35 34.95 40.46 42.52
K-SVD 30.32 28.55 38.94 30.39 31.99 30.41 37.71 40.62

WNNM 33.12 30.60 29.35 31.71 36.25 35.05 30.90 32.50
DnCNN 33.40 30.95 40.74 32.04 36.51 35.29 41.20 42.96
ADNet 33.19 30.77 40.67 31.90 36.49 35.15 40.99 42.87

ECNDNet 32.80 30.72 40.53 31.80 36.35 35.04 40.87 42.70
RSIDNet(ours) 33.47 30.92 40.72 32.05 36.54 35.34 41.21 43.01

Noise level σ = 25

BM3D 30.42 27.89 37.01 29.68 34.04 32.47 36.98 39.35
K-SVD 27.15 25.97 35.59 27.22 28.16 27.42 34.66 36.33

WNNM 30.62 28.07 26.78 29.94 34.07 32.91 28.43 30.15
DnCNN 30.92 28.34 37.67 30.12 34.43 33.03 37.96 36.32
ADNet 30.84 28.34 37.67 30.04 34.35 33.07 37.95 36.31

ECNDNet 30.67 28.31 37.55 30.08 34.29 33.06 37.87 36.23
RSIDNet(ours) 30.99 28.41 37.72 30.17 31.41 33.08 37.98 36.47

Noise level σ = 35

BM3D 28.75 26.44 35.14 28.45 32.65 30.77 34.85 37.54
K-SVD 24.78 24.02 32.94 25.03 25.76 25.26 31.95 33.07

WNNM 29.12 26.56 25.25 28.79 32.88 31.37 26.96 28.82
DnCNN 29.44 26.94 36.09 28.95 33.02 31.48 36.03 38.07
ADNet 29.30 26.88 35.91 28.94 32.96 31.54 36.02 38.03

ECNDNet 29.12 26.87 35.98 28.95 33.05 31.54 35.89 37.95
RSIDNet(ours) 29.47 26.96 36.07 29.11 33.12 31.65 36.04 38.14

Noise level σ = 50

BM3D 26.86 25.01 33.19 27.17 31.02 28.51 32.65 35.86
K-SVD 22.30 21.97 29.98 22.57 23.27 23.05 28.90 29.71

WNNM 27.49 25.26 23.81 27.66 30.72 28.78 25.64 27.33
DnCNN 27.85 25.55 34.35 27.89 31.70 29.91 34.20 36.32
ADNet 27.82 25.57 34.38 27.94 31.62 29.87 34.18 36.31

ECNDNet 27.70 25.53 34.35 27.94 31.65 29.83 34.02 36.27
RSIDNet(ours) 27.92 25.65 34.40 28.15 31.74 30.14 34.20 36.47

4.3.2. Real Noisy Remote Sensing Images

To further illustrate the effectiveness of our proposed algorithm, we used two real
remote sensing images with noise for our experiments. Since these remote sensing images
do not have corresponding clean images, the full-reference image quality evaluation is
not applicable to our experiments, and therefore, the no-reference image quality assess-
ment [50–52] proposed by previous authors was adopted as our evaluation metric.

From [53], it can be seen that the first few bands and several other bands of the AVIRIS
Indian Pines Dataset are severely affected by Gaussian noise and impulse noise, so the third
band of the dataset was extracted as a grayscale image for denoising in our experiments,
and for color remote sensing image denoising, we used the ROSIS University of Pavia
Dataset’s [54] bands 2, 3, and 97 to synthesize the color images. Figures 13 and 14 compare
the denoising results of our proposed algorithm with the visual comparison of the results
of other algorithms. Because it is not known exactly what the noise level in the image is, a
blind denoising method is used. It can be seen that K-SVD and DnCNN do not remove
noise very well and may introduce other artifacts. BM3D efficiently suppresses noise
but leads to excessive smoothing. Our proposed method effectively removes noise while
retaining some useful detailed textures without over-smoothing the image, and removes
noise while preserving the detailed parts.
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(b) K-SVD. (c) CBM3D. (d) DnCNN-B. (e) proposed RSIDNet-B.

The results of no-reference image quality evaluation algorithms on denoised images
are shown in Table 4, where the Spatial–Spectral Entropy-based Quality (SSEQ) algorithm,
which is particularly sensitive to noise, has a higher metric when the noise intensity
in the image is high and can be used as an indicator of the content of high-frequency
components in the image, and the Blind/Referenceless Image Spatial Quality Evaluator
(BRISQUE) is a reference-free algorithm for evaluating image quality in the spatial domain.
The overall principle of the algorithm is to extract mean subtracted contrast normalized
(MSCN) coefficients from the image, fit the MSCN coefficients to an asymmetric generalized
Gaussian distribution (AGGD), and extract the fitted asymmetric generalized image. The
blind image integrity notator using DCT Statistics (BLIINDS-II) algorithm first establishes a
statistical probability model of the relationship between image features and image quality.
The probability distribution is mostly described by a multivariate Gaussian distribution.
For the image to be evaluated, the features are extracted and the image quality is calculated
with maximum a posteriori probability based on the probability model, or the image
quality is estimated based on the match to the probability model (e.g., the distance between
features). Although the unreferenced image quality evaluation is not as accurate as the
referenced image quality evaluation, it gives a general indication of the quality of the image,
and it can be seen that our proposed algorithm has some advantages in these methods.
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Table 4. Comparison of the results of different remote sensing image denoising methods with SSEQ,
BLIINDS-II, and BRISQUE no-reference image quality evaluation methods.

Dataset Evaluation Methods Noisy Image BM3D K-SVD DnCNN-B RSIDNet-B(ours)

AVIRIS Indian
Pines dataset

SSEQ↑ 86.46 53.35 69.26 80.24 66.59
BLIINDS-II↑ 88.50 74 82.50 95 98.5
BRISQUE↓ 57.35 33.53 65.77 34.98 32.43

ROSIS
University of
Pavia dataset

SSEQ↑ 74.57 61.74 59.85 65.5 63.82
BLIINDS-II↑ 63.5 49 36 78 81.32
BRISQUE↓ 20.17 47.62 47.02 36.47 27.14

4.4. Ablation Experiment

We conducted six ablation experiments to illustrate the importance of the three com-
ponents in our RSIDNet. All experiments are evaluated on the validation dataset of
NWPU-RESISC45. Table 5 shows the average PSNR and SSIM, and the best performance
can be achieved when all three components are available. We can see from Table 5 that
the lack of any of the following three components in our RSIDNet will have a negative
impact on the objective performance metrics of the generated image. Figure 15 uses training
curves to compare the performance of RSIDNet with the other six combinations of network
architecture. Among them, the attention mechanism shows an important role. In the
absence of the attention mechanism, even if the other two components are included, it is
still 0.22 dB less than the best PSNR result.

Table 5. The influence of the combination of different modules in the neural network model we
proposed on the denoising effect. The values of PSNR and SSIM are obtained in the NWPU-RESISC45
dataset with a noise intensity of 35.

Description Different Types of Combinations

Module 1 2 3 4 5 6 7

Multi-Kernel Convolution X 7 7 7 X X X
Feature Fusion Structure 7 X 7 X 7 X X

Channel Attention 7 7 X X X 7 X

PSNR/dB 28.16 28.10 28.01 28.15 28.01 27.99 28.21

SSIM 0.7684 0.7666 0.7498 0.7685 0.7469 0.7610 0.7721
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combinations 1–6 compared to the training curves of RSIDNet.
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5. Summary and Conclusions

Remote sensing image denoising has been an important research area in the field of
remote sensing image processing and computer vision. The process of remote sensing
image denoising entails estimating a pure image from the original noisy image so that it
can be more in line with the human eye’s perception and facilitate the subsequent remote
sensing image processing.

In this paper, we propose a novel denoising network, RSIDNet, based on deep learning
methods and taking into account the characteristics of remote sensing images, mainly
consisting of a multi-scale feature extraction module (MFE), multiple locally skipped
connected enhanced attention blocks (ECA), a global feature fusion block (GFF), and a
noisy image reconstruction block (NR). The combination of these blocks greatly improves
the model’s use of extracted features and increases the model’s denoising capability. We
use a multi-scale feature extraction block in the first layer of the model to extract as
many features and detailed textures as possible from the original noisy image, effectively
improving the model’s ability to retain detail and the model’s ability to generalize. We
fused the deep and shallow information of the model in the main feature mapping section
through jump connections in the later network structure, facilitating a staged reconstruction
process. The shallow information focuses on local information in the image, such as edges,
while the deep information focuses on global information in the image, such as texture
and higher-level semantic information, thus improving the expressiveness of the denoising
model to obtain a satisfactory noise feature map. The attention enhancement module is
specifically designed for processing remote sensing images with complex information. The
module is capable of mining noise information hidden in complex backgrounds from a
given noisy image and is significantly useful for processing complex noisy images.

In this work, a series of experiments were conducted to analyze and validate the
performance of the proposed algorithm. Firstly, the effectiveness of the proposed method
was verified on different datasets, including traditional image denoising algorithms and the
latest deep learning-based algorithms. The experimental results show that the algorithms in
this paper achieve a leading position in terms of denoising capability on both gray and color
images, both in terms of objective evaluation metrics and visual effect comparison. The
generated images can retain a large amount of texture details compared to other methods,
and stable results were achieved when the trained models were tested on different datasets.
Moreover, as the noise intensity increases, the algorithm in this paper has a more obvious
improvement compared to other algorithms. To further illustrate the effectiveness of the
proposed algorithm, two real remote sensing images with noise were used for testing.
Excellent results were also achieved in the quality evaluation of the unreferenced images
compared to other methods. Finally, the effectiveness of several modules mentioned in
this paper is demonstrated by ablation experiments. Through extensive experiments, we
demonstrate that our proposed RSIDNet achieves satisfactory results in terms of objective
metrics and high-quality denoising of remotely sensed images.

Convolutional neural network-based image denoising has made unprecedented break-
throughs in recent years, but most of the current methods are based on simple image
degradation models for remote sensing images, where real remote sensing images with
noise may be affected by multiple external signals. In our future planning, we will study
how to generate noise maps from noisy images and then build datasets by simulating noise.
Additionally, we will use our strengths to produce a standard real remote sensing image
denoising dataset in collaboration with relevant units. Although our model has achieved
excellent results in recovering image quality, there are limitations in its current application.
First, our model is more complex than other deep learning-based methods. Model infer-
ence on a graphics processing unit (GPU) can be very fast but is not very effective when
using only a central processing unit (CPU). In the future, we will investigate our model to
compress and simplify the processing without losing denoising performance. The training
and testing of the remote sensing image denoising algorithms mentioned in this paper
are based on computer platforms. Porting and integrating algorithms based on some new
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deep learning hardware devices, such as Nvidia’s Jetson TX2 development board and the
Movidius Neural Compute Stick, are important next steps for practical applications.
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