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A B S T R A C T   

Invalid points, such as shadow and background, in the captured fringe patterns of fringe projection profilometry 
(FPP) are often inevitable due to the limited field of view measurements of three-dimensional (3D) imaging 
equipment. To ensure the quality of 3D reconstruction data, these invalid points must be identified and removed. 
FPP captures co-frequency-based fringe pattern sequences and approximately distributes this data along an ideal 
cosine curve. We propose an invalid points removal method based on an error energy function. By analyzing the 
relationship between the pixel values of a series of captured co-frequency patterns and an ideal cosine curve, we 
quantize the error energy by using a Gaussian weighted Euclidean distance. An improved Gaussian filtering 
method based on modulation intensity is used to significantly increase the error energy difference between the 
valid points of the target and the invalid points of the shadow/background area. Finally, the points whose error 
energy is greater than a certain error threshold are removed as invalid points. Experimental results indicate that 
this method can efficiently remove invalid points in fringe patterns and performs better than existing traditional 
methods.   

Introduction 

Fringe projection profilometry (FPP) [1–7] has become the most 
widely used 3D vision measurement technology because of its simplicity 
of operation, fast measurement speed, high accuracy and applicability to 
weakly textured targets. However, due to several limitations, like optical 
imaging mechanisms of projectors and cameras, and the influence of 
imaging noise, the captured fringe patterns inevitably have invalid 
points, such as shadow and background, which seriously affects the post- 
processing of reconstructed point clouds. In recent years, researchers 
have proposed some methods to identify and remove invalid points in 
fringe projection profilometry. The existing invalid point removal 
methods are mainly divided into two categories: unwrapping phase 
characteristics [8–12] and threshold design based on modulation 
[13–18]. 

Song et al and Zhang et al. [8,9] removed noisy points by unwrap-
ping phase monotonicity, but this method may eliminate some valid 
points and was not suitable for some discontinuous objects. Chen et al. 

[10] identified invalid points by comparing the least-squares fitting of 
unwrapping phase with different fringe frequencies with a set threshold, 
but some of the invalid points also have small least-squares fitting errors. 
Similarly, Huang et al. [11] identified invalid points by a proper reli-
ability graph R and the root mean square error (RMSE) in the temporal 
phase unwrapping method. After comparing two modulation maps, 
Feng et al. [12] used the phase relationship of adjacent pixels and 
Gaussian filter to identify and remove invalid points. 

Su et al. [13] removed invalid points via the histogram of modulation 
intensity, but a proper threshold is difficult to determine directly. Lau 
et al. [14] applied the discrete Fourier transform to the captured fringe 
sequence in the time axis direction, and took the pixels with sufficiently 
large modulations and sufficiently small first harmonic values as valid 
points. Zhang et al. [15] and Du et al. [16] respectively employed a new 
weighting factor to improve the Otsu method, and used the modulation 
histogram to calculate the threshold. The modulation value, which is 
less than the threshold was regarded as background and shadow pixels, 
but the threshold is biased to the category with larger variance due to 
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the influence of intra-class variance of the measured object. Lu et al. [17] 
established the mapping relationship between the reconstructed 3D data 
and the digital micro-mirror device (DMD) of the projector and identi-
fied the invalid points by judging the coordinates of the mapping points 
on the DMD plane and the corresponding data modulation. Qi et al. [18] 
established an epipolar constraint between the camera image plane and 
the projector image plane and took the distance between the projector 
image coordinate and the epipolar line of a pixel as the criterion to 
remove invalid points. However, these two methods [17,18] need to 
calibrate the relationship between the projector image plane and the 
camera image plane in advance; additionally, the operation is more 
complex. 

Researchers are also actively looking for non-traditional alternatives 
to prevent shadows/backgrounds caused by fringe patterns. For 
example, Skydan et al. [19] used multiple projectors to find shadowless 
surfaces from different angles. Du et al. [20] used robotic arms to obtain 
three-dimensional data of objects from different views. However, the 
additional hardware/equipment increases the cost, and for objects with 
complex surfaces, it is difficult to eliminate invalid points. 

Qi et al. [18] believe that thresholding is an accurate and simple 
method to remove invalid points without needing additional fringe 
frequency. The method uses a proper threshold to treat pixels with low 
modulation as invalid points. Le et al. [21] pointed out that in optical 
measurements, there are complex optical phenomena such as diffraction 
or interference at the edge of an object, and the intensity modulations at 
the edge often changes greatly. In many of the existing methods, when 
the intensity modulations of the object surface are small or generated by 
low-quality fringe patterns, some valid modulations and invalid modu-
lations will be intermixed with each other, so it is difficult to achieve the 
ideal segmentation effect via a single modulation threshold alone. 

In view of the shortcomings of traditional methods for identifying 
and removing invalid points in fringe patterns, we propose an invalid 
points removal method using the error energy function in fringe pro-
jection profilometry. First, we use a Gaussian weighted Euclidean dis-
tance formula to obtain the error energy between the pixel values of the 
captured co-frequency pattern sequence and the ideal cosine curve. The 

error energy difference between the invalid points of the shadow/the 
background area and the target’s valid points is not obvious. Thus, an 
improved Gaussian filtering method based on intensity modulation is 
used to increase the error energy difference. The points whose error 
energy is greater than a certain error threshold are removed as invalid 
points. Because this method uses the error energy of a set of captured co- 
frequency fringe patterns as the invalidation criterion, the method is not 
sensitive to object reflectivity or modulation; therefore, it can be used to 
remove invalid points of complex objects in multiple scenes. The 
experimental results indicate that this method can effectively remove 
the invalid points in the fringe patterns, and the performance is better 
than the existing methods. 

The rest of this article is arranged as follows. Section 2 describes the 
principle of the proposed method. The experimental results are dis-
cussed in section 3. Section 4 is a summary of the work. 

Principle 

Principle of fringe projection profilometry 

Fig. 1 depicts the workflow of the FPP measurement system. First, a 
series of standard cosine fringe images are projected to the measured 
object. The wrapped phases are then obtained using fringe analysis 
techniques [22] and the unwrapped phase is obtained by the phase 
unwrapping methods [23]. Finally, the unwrapped phase is converted to 
three-dimensional coordinates [24]. For the N-step phase shifting 
method, the standard cosine fringe patterns projected by the projector 
can be expressed as: 

IP
k (x

P, yP) = AP(xP, yP)+BP(xP, yP)cos[φP(xP, yP) + 2kπ/N]. (1)  

where (xP, yP) is the coordinate of arbitrary point in the projector plane, 
φP(xP, yP) is the phase, IP

k (x
P, yP) is the intensity, AP(xP, yP) is the back-

ground intensity, BP(xP, yP) is the amplitude, and N is the total number 
of phase shifts,k = 0,1, ...,N − 1. In Fig. 1(a), the digital light processing 
(DLP) projector projects the fringe patterns of standard cosine 

Fig. 1. Monocular structured light measurement system: (a) monocular profilometry principle; (b) initial images; (c) wrapped phase; (d) unwrapped phase; (e) 
retrieved 3D result. 
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distribution onto the object surface, and the height of the object surface 
modulates the cosine fringes. The deformation of the light fringes 
captured by the camera can be expressed as: 

IC
k (x

C, yC) = AC(xC, yC)+BC(xC, yC)cos[φC(xC, yC) + 2kπ/N] (2)  

where IC
k (x

C, yC) refers to the intensity value of arbitrary coordinate 
point (xC, yC) in the k-th fringe pattern as shown in Fig. 1(b), φC(xC, yC)

denotes the desired wrapped phase, and AC(xC, yC) is the background 
intensity and BC(xC, yC) is the intensity modulation. The quantities can 
be expressed as 

φC(xC, yC) = arctan
∑N− 1

k=0 IC
k (xC, yC)sin(2kπ/N)

∑N− 1
k=0 IC

k (xC, yC)cos(2kπ/N)
(3)  

AC(xC, yC) =

∑N− 1
k=0 IC

k (xC, yC)

N
(4)  

BC(xC,yC)=
2
N

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
[
∑N− 1

k=0
IC

k (xC,yC)sin(2kπ/N)

]2

+

[
∑N− 1

k=0
IC

k (xC,yC)cos(2kπ/N)

]2
√
√
√
√

(5)  

where the wrapped phase φC(xC, yC) is wrapped by the inverse tangent 
function in the range [ − π, π) with 2π discontinuities, as shown in Fig. 1 
(c). To obtain the continuous phase distribution in the whole field, the 
wrapped phase needs to be unwrapped by the phase unwrapping for-
mula, which is expressed as follows: 

ϕ(xC, yC) = φC(xC, yC)+ 2πK(xC, yC) (6)  

where K(xC, yC) represents the fringe order map, ϕ(xC, yC) is the 
unwrapping phase function determined by K(xC,yC). Currently, the two 
main phase unwrapping methods are temporal phase unwrapping and 
spatial phase unwrapping. Compared with the spatial phase unwrapping 
method, the temporal phase unwrapping method has the advantages of 
independent of neighborhood pixels and is insensitive to noise. In this 
study, by using the multi-wavelength temporal phase unwrapping 
method, several wrapped phases with different frequencies are extended 
to a synthetic wavelength with lower frequency, and the synthetic 
wavelength is used to determine the integer order of the high frequency 
phase. The equation is written as follows: 

K(xC, yC) = Round

[
(fh/feq)φeq(xC, yC) − φC

h (xC, yC)

2π

]

(7)  

where function Round(⋅) represents rounding ⋅ to its closest integer, feq is 

the synthetic wavelength frequency, fh is the high frequency wavelength 
frequency, φeq(xC, yC) is the wrapped phase of the synthetic wavelength 
and φC

h (x
C, yC) is the high frequency wrapped phase. Note that the su-

perscript “C” have been removed later for easier reading. The unwrap-
ping phase map in Fig. 1(d) is obtained by Eq. (6) (7). As shown in Fig. 1 
(e), the unwrapping phase is converted to three-dimensional coordinates 
by pre-calibrated system parameters [24]. However, we can see from 
Fig. 1(e) that there are several discrete points with invalid height in-
formation in the resulting 3D point cloud model because of the influence 
of shadow, background, or clutter. Therefore, the removal of these 
invalid points is of great significance to generate high-quality 3D 
models. 

Invalid point removal based on error energy function 

In FPP, the projector is usually the main light source of the mea-
surement environment, so the intensity variation of pixels in the camera 
image plane is mainly affected by the structured light reflected from 
various areas within the camera field of view. Taking the four-step phase 
shift as an example, Fig. 2(a) shows four representative pixel sequence 
points in the captured fringe patterns. The red points are a set of surface 
valid points which indicate that the surface of an object is correctly 
encoded by structured light. The yellow points are a set of surface points 
that become invalid after the manual addition of strong noise, which 
simulates the fringe patterns contaminated by a strong system noise. The 
blue and the green points are a set of background points and a set of 
shadow points, respectively, which are not directly illuminated by the 
structured-light due to the limitations of the measurement system. As 
calculated by Eq. (5), surface valid points have high intensity modula-
tion, background/shadow points have low intensity modulation, and 
surface points with strong noise tend to have intensity modulation that is 
significantly different from background/shadow but of no practical 
significance. Therefore, it is sometimes difficult to filter out such invalid 
points when only the modulation threshold is used as the segmentation 
criterion. The background light intensity and intensity modulation of 
different areas in the camera field of view are different due to the in-
fluence of reflectivity and ambient light on the measured object, so the 
sequence points of different regions need to be converted to the same 
scale for analysis. By changing the form of Eq. (2) we get: 

cos[φ(x, y) + 2kπ/N] =
Ik(x, y) − A(x, y)

B(x, y)
(8)  

where on the right side of Eq. (8), the pixel sequence points Ik(x, y) are 
normalized by background intensity A(x, y) and modulation intensity 
B(x, y), and the relationship between the normalized sequence values 

Fig. 2. Common types of a set of sequence points on the captured fringe images: (a) a series of deformed fringe images obtained by 4-step phase shift; (b) the 
normalized distribution of four common sequence point types from (a) relative to the ideal cosine curve. 
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and the ideal cosine curve cos(⋅) in a single period is obtained. Fig. 2(b) 
shows the distribution of the four types of sequence pixel points in Fig. 2 
(a) after normalization with respect to the ideal cosine curve, whose 
horizontal coordinates are determined by Eq. (3) and φ(x, y) + 2kπ/N. 
The valid sequence points (red squares) on the object surface fit well on 
the ideal cosine curve, the variation of the surface sequence points with 
strong noise (yellow prisms) is similar to that of the ideal cosine curve, 
but it is obvious that the error caused by strong noise is propagated to 
the whole sequence points, while the normalized background points 
(blue circles) and shadow points (green triangles) obviously deviate 
from the ideal cosine curve and show disordered distribution. Chen [10] 
pointed out that the wrapped phase φ(x, y) calculated by Eq. (3) is not 
the real phase of the object surface point, and the phase calculation at 
some discontinuities of the object becomes meaningless due to the 
camera sampling mechanism. Similarly, the phase of invalid points in 
areas such as background and shadows calculated by Eq. (3) also be-
comes meaningless. Thus Eq. (8) holds only when the sequence points on 
the captured fringe patterns are correctly encoded by the structured 
light. To obtain the cosine nature of the co-frequency pixel sequence 
points, we use Gaussian weighted Euclidean distance to quantize the 
dispersion between the sequence points and the ideal cosine curve as the 
error energy, as shown in Eq. (9): 

Error(x, y) =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

∑N− 1

i=k

wi

W
(errori(x, y))2

√
√
√
√ (9)  

where Error(x, y) is the error energy, wi is the Gaussian weight, W is the 
normalization factor, and errork(x, y) is the deviation of the pixel relative 
to the ideal cosine curve. Then wi, W and errork(x, y) can be defined 
respectively as: 

wi = e(− |errori(x,y)|− 2/2σ2
w),W =

∑N− 1

i
wi (10)  

errork(x, y) = cos[φ(x, y) + 2kπ/N] −
Ik(x, y) − A(x, y)

B(x, y)
(11) 

Where the standard deviation σw determines the degree of influence 
of deviation errork(x, y) on Gaussian weight wi, and k is the serial number 
of the captured fringe patterns,k = 0, 1, ...,N − 1, N is total number of 
phase-shifting steps. As opposed to [12,25] where only the cumulative 
errors of the pixel sequence are considered, Eq. (9) also considers the 
effect between individual elements, that is, the larger the deviation 
errork(x,y), the more weight it has in the error energy Error(x,y). Ideally, 
the error Error(x, y) is approximately zero when the surface area of the 
object corresponding to pixel I(x, y) in the camera image plane is 
correctly encoded by the structured-light, while the Error(x, y) of the 
background/shadow area and the surface area contaminated by strong 
noise has a larger magnitude. 

The phase shift method is essentially a least-squares fitting method 
that uses the cosine function to fit the measured phase shift values 
[11,26]. Therefore, in practical measurements, when some of the invalid 
sequence points change also approximating some cosine variation, the 
error energy obtained by Eq. (9) for these points as shown in Fig. 3 is 
similar to the error energy obtained by the valid sequence points. Fig. 3 
(a) shows that the valid areas of the surface have low error energy. Fig. 3 
(b) shows that the noise-contaminated invalid point in the center has a 
significant magnitude of error energy relative to the surrounding valid 
points. Fig. 3(c) and (d) show the error energy of the shadow and 
background regions, respectively, which theoretically should be large. 
However, Fig. 3(c) and (d) demonstrate that there are still low error 
energy points in this region. Therefore, it is difficult to obtain high- 
quality effective regions by using error thresholds to segment Error(x,
y). Considering the prior knowledge that invalid points are usually 
distributed concentratively and tend to have low intensity modulations, 
we propose an improved Gaussian filtering method based on modulation 
intensity to establish a new error energy function. The method in-
corporates the modulation information of pixel values and 

Fig. 3. Error energy map calculated by Gaussian weighted Euclidean distance and displayed in pseudo color. (a) is the region of surface valid points; (b) is a surface 
invalid point surrounded by surface valid points; (c) and (d) are the regions of shadows and background with different amounts of low error energy, respectively. 

Fig. 4. Error energy results after using the proposed algorithm; (a)-(d) corresponds to (a)-(d) in Fig. 3.  
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neighborhood error information according to the error energy charac-
teristics, which can significantly improve the error energy difference 
between valid and invalid points. The proposed new error energy 
function model is as follows: 

E(x, y) = EG(x, y) × M(x, y) (12) 

Among: 

EG(x, y) = Error(x, y)+ (Gau ⊗ Error)(x, y) (13)  

M(x, y) =
{

eλ(α− B(x,y)), B(x, y)⩽α
1, B(x, y) > α , 0.7⩽α⩽5 (14)  

where E(x, y) is the new error energy, Gau is a two-dimensional Gaussian 
window, α is the segmented point that affects the action range of weight 
factor M(x,y), and λ determines the strength of the weighting factor M(x,
y). EG(x, y) is an error energy function based on an improved Gaussian 
filtering method, which uses neighborhood error energy to compensate 
its own error energy. The error energy of the invalid points located in the 
background / shadow regions can be greatly affected by the neighbor-
hood error energy, this function does not change error energy distinction 
between the invalid points and the valid points in the valid regions. M(x,
y) is a weighting factor based on modulation intensity, which corrects 
the calculated error energy function EG(x, y) based on the prior 
knowledge that invalid pixels often have low modulation information on 
low-quality fringes in FFP. Fig. 4(a)-(d) shows the error energy results 
for Fig. 3(a)-(d) after using the proposed algorithm. Fig. 4(a) and (b) 
shows that the proposed method does not change the difference between 
the error energy of the valid points and the invalid points while retaining 
the low error energy at the valid points, and the invalid points with low 
error energy in Fig. 4 (c) and (d) are corrected. Finally, we compare the 

new error energy function with the error threshold Terror to get a mask 
template MASK(x,y): 

MASK(x, y) =
{

1, E(x, y)⩽Terror
0, E(x, y) > Terror

(15) 

The detailed steps of our method are described as follows: 
Step 1: Calculate the wrapped phase and intensity modulation of the 

initial images by Eq. (3) and (5), respectively. 
Step 2: Calculate the error energy Error(x, y) using the weighted 

Gaussian Euclidean distance Eq. (9). 
Step 3: The new error energy E(x, y) is obtained by correcting the 

error energy Error(x, y) point by point by the proposed method Eq. (12). 
Step 4: Select a proper error threshold Terror, and obtain a mask 

template MASK(x, y) by marking all points less than Terror as 1 and the 
remaining points as 0. 

Step 5: The invalid points in the background and shadow are 
removed by MASK(x,y), in which the pixel of 1 in MASK(x, y) is regarded 
as a valid point. 

The adaptive selection of error threshold Terror 

In the proposed method, the error threshold Terror is used to distin-
guish whether the point is valid at the final stage. Considering that the 
error energy of the valid point is concentrating in the low values region, 
error values ranging from 0 to L in error energy E(x, y) can be utilized to 
denote the error-level histogram, where the error values L of 1 ~ 6 is 
determined to be appropriate for a reliable result. After establishing the 
error-level histogram, the proposed method automatically determines 
the error threshold T via the cumulative probability distribution of error 
energy. The formula is as follows: 

Fig. 5. Modulation images and ground truth for the fringe images: (a) white paper, (b) curved box with different colors, (c) a big dragon model, (d) a small dragon 
model, (e) a black mouse, (f) a black mouse with white background. 
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T = Arg Min
0⩽i⩽L

|c − CDF(T)| , CDF(T) =
∑T

i=0
ni/

∑L

i=0
ni (16)  

Where ni is the number of pixels with error values i, c is a constant in the 
range of [0,1], CDF(T) is cumulative probability. Eq. (16) indicates that 
the error threshold is the T when the cumulative probability CDF(T) is 
close to c. After many experiments, the setting of value c less than 0.995 
can effectively reduce the fluctuation of the threshold T caused by the 

different selection of the value L. Therefore, we set c to 0.995 and L to 3. 
Considering that the error values at the edge of the measured object are 
often larger than that inside the object, the error threshold Terror is set as 

Terror = βT (17)  

Where β is the amplification ratio. We set β to 1.5 to identify more edge 
points with relatively large errors. 

Fig. 6. Segmentation results of different objects in Fig. 5, where valid points are labeled in white. From left to right column: Wang’s method, Du’s method, Zhang’s 
method, and our method. 
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Experiments 

The experimental system mainly consists of a DLP projector (Light-
Crafter4500, TI) with a resolution of 912 × 1140, a CMOS black-and- 
white camera (MV-CH050-10UM, HIKVISION) with a resolution of 
2048 × 2448, and a computer with an Intel(R) Core(TM) i7-11800H @ 
2.30 GHz. The projection scheme used in this study uses a four-step 
phase shift to obtain the wrapped phase and a three-frequency multi- 
wavelength phase unwrapping method to unwrap the phases. The fringe 
patterns with three frequencies (f = 70, 64, 59) are projected sequen-
tially onto the measured object surface. The four-step phase shift method 
has the advantage of suppressing high-order harmonics [27]. 

Fig. 5 gives the modulation images of several different objects with 
different states and their manual segmentation of the ground truth. 
Fig. 5(a) is a white paper, Fig. 5(b) is a curved box with different textural 
complexity on the surface, Fig. 5(c) is a large wooden dragon model, 
Fig. 5(d) is a small wooden dragon model, Fig. 5(e) is a black mouse with 
overall intensity modulation close to the background, and Fig. 5(f) is a 
black mouse with a white background. Wang’s method [28], Du’s 
method [16], Zhang’s method [15] and our method are compared on 
Fig. 5 and the segmentation results are shown in Fig. 6, where valid 
points are marked in white and invalid points are marked in black. 

The objects shown in Fig. 6(a) and (b) are used to test the perfor-
mance of the methods under different texture complexities. For the 
white paper with low texture complexity, the segmentation results of the 
four methods are similar. However, for the regions circled by red dashed 
lines in Fig. 6(b), where the texture is close to the background, our 
method can better identify these valid points. The surface shape of the 
measured object in Fig. 6(c) is more complex than that in Fig. 6(a) and 
(b). Du’s method, Zhang’s method and our method are better for valid 
points identification of complex surfaces. However, based on the local 
magnification of the area circled by the blue dashed line located in the 
lower right corner of Fig. 6(c) and the area circled by the red dashed line, 
our method can identify more valid points at the edges of the target. 
Fig. 6(d) is a different size dragon model from Fig. 6(c), but has the same 
conclusions as in Fig. 6(c). The error potential of each point in our 
method is only affected by the neighborhood error values and its own 
intensity modulation weight, so the segmentation performance is not 
affected by the measured target size. Compared to Fig. 6(a)-(d) where 
the overall texture of the object is significantly distinguished from the 
background/shadow, the intensity modulation of the mouse surface in 
Fig. 6(e) is close to that of the background. It can be seen that when the 
inter-class variance between the background/shadow and the target is 
small, the first two methods fail to identify regions where the intensity 
modulation is close to the background; see the area circled by the red 
dashed line. Zhang’s method has a relatively reasonable segmentation 
result in Fig. 6(e) due to the enhanced weighting effect of the modulated 
histogram valleys. But in fact, Zhang’s method only enhances the valley 
bottom point, which is easily affected by missing modulation level or 
noise leading to the failure of invalid points removal. Because our 
method directly aims at the fringe quality as the segmentation criterion, 
it can identify and remove invalid points in Fig. 6(e), which is better 
than the first three methods. The background of the images in Fig. 6(a)- 
(e) is black, and Fig. 6(f) shows the object with a white background. The 
white background area as a valid area significantly affects the ratio of 
pixels between the foreground and background. For the target whose 
intensity modulation is close to the background, the first three methods 
end to judge them as background pixels, while our method is indepen-
dent of the measurement scene because it relies on the pixel’s own error 
energy as the segmentation criterion. In Fig. 6, we tested the perfor-
mance of the four methods in removing invalid points for different ob-
jects with different states, and our methods performed better and 
showed good robustness. 

Qualitative results of the effects of four different methods are shown 
in Fig. 6. To quantitatively evaluate these methods, this study introduces 
the mean intersection over union (MIoU) [29] and the misclassification 
error (ME) [30] to reflect the image segmentation performance, 
respectively. MIoU is a standard accuracy assessment metric in the field 
of image segmentation, which averages the intersection and union ratio 
of each class of ground truth and predicted values; the closer MIoU is to 
1, the better the prediction accuracy of the foreground object is. ME 
reflects the percentage of foreground pixels incorrectly assigned to the 
background, and ME varies from 1 for a completely mis-segmented 
image to 0 for an ideal segmentation result. For the binary classifica-
tion problem, MIoU and ME can be simply expressed as follows, 
respectively: 

MIoU =
1
2
(
|Bo ∩ BT |

|Bo ∪ BT |
+
||Fo ∩ FT | |

|Fo ∪ FT |
) (16)  

ME = 1 −
|Bo ∩ BT | + |Fo ∩ FT |

|Bo| + |Fo|
(17)  

where Bo and Fo denote the ground truth of background and foreground 
pixels, BT and FT denote the predicted results of background and fore-
ground pixels, and |⋅| is the total number of elements in the set. The 
manually segmented ground truth is shown in Fig. 5. The MIoU and ME 
results shown in Fig. 6 are listed in Table 1 and Table 2. The results are 
consistent with the qualitative analysis results in Fig. 6. The proposed 
method gives the maximum MIoU value and the minimum ME value in 
the given test images. For the images in Fig. 6(a), (c), (d) with relatively 
large differences in object and background intensity modulation, the 
corresponding MIoU and ME values in the table show that Du’s method 
and Zhang’s method have similar prediction accuracy and classification 
error, while the MIoU of our method is 0.61 %, 6.25 % and 2.43 % 
higher than the highest MIoU values of the first three methods, respec-
tively. The classification error is 4–10 times higher than that of the 
highest ME values of the first three methods. For both scenarios of Fig. 6 
(b), (e), the MIoU and ME values of Zhang’s method are similar to our 
method, but usually our proposed method gives better metric results. 
From Table 1 and Table 2, we can see that our method has the best 
segmentation precision for different measured objects with different 
states. 

High-quality fringe patterns help to obtain reliable 3D reconstruction 
data. Fringe pattern areas that are heavily corrupted by additive noise or 

Table 1 
MIoU of four methods for different images.   

Wang’s method Du’s method Zhang’s method Our method 

Fig. 6(a)  0.9857  0.9920  0.9921  0.9981 
Fig. 6(b)  0.9228  0.9568  0.9901  0.9927 
Fig. 6(c)  0.8316  0.9147  0.9202  0.9815 
Fig. 6(d)  0.9087  0.9544  0.9671  0.9906 
Fig. 6(e)  0.7519  0.7635  0.9834  0.9891 
Fig. 6(f)  0.8218  0.8410  0.8444  0.9936  

Table 2 
ME of four methods for different images.   

Wang’s method Du’s method Zhang’s method Our method 

Fig. 6(a)  0.0071  0.0040  0.0039  0.0009 
Fig. 6(b)  0.0159  0.0088  0.0020  0.0015 
Fig. 6(c)  0.0917  0.0442  0.0411  0.0092 
Fig. 6(d)  0.0233  0.0116  0.0083  0.0024 
Fig. 6(e)  0.0387  0.0369  0.0025  0.0017 
Fig. 6(f)  0.0970  0.0855  0.0834  0.0031  
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ambient glare do not carry any valid information about the measured 
objects, so these invalid points need to be identified and removed. To 
demonstrate the segmentation quality of our method, as shown in Fig. 7 
(a)-(d), Gaussian noise is randomly added to the right side of one of the 
fringe images to corrupt the fringe information. The unwrapping phase 
map of this fringe sequence is obtained by Eqs. (3)-(6), also shown in 
Fig. 7(e). The resulting unwrapped phase is severely damaged in the red 
dashed boxed area. Fig. 8 shows the segmentation results after using 
Wang’s method and Du’s method, Zhang’s method and our method are 

compared in Fig. 7. Fig. 8(a) shows the mask template obtained by the 
four methods, in which a pixel of 1 in mask template is regarded as a 
valid point. The unwrapping phase map is shown in Fig. 7(e) and it is 
extracted by applying the filter shown Fig. 8(a). The extracted results are 
shown in Fig. 8(b). The red dashed box region in Fig. 8(b) shows that the 
first three methods misclassify many invalid points as valid points, while 
our method identifies and removes these invalid points very well. The 
phase monotonicity check [7,8,10] is a general method to remove phase 
unwrapping errors. The results after using the phase monotonicity check 

Fig. 7. Noise fringe images: (a) the captured first-step deformed patterns, (b) the captured second-step deformed patterns, (c) the captured third-step deformed 
patterns and mix strong noise on the right side, (d) the captured fourth-step deformed patterns, (e) unwrapped phase. 

Fig. 8. Segmentation results for noise fringe image in Fig. 7. From left to right column: Wang’s method, Du’s method, Zhang’s method, and our method: (a) the 
Segmentation results of four methods, (b) the Segmentation results of unwrapped phase using the four methods, (c) the range maps of segmentation results after using 
monotonicity on (b). 
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for Fig. 8(b) are shown as range maps in Fig. 8(c). However, there are 
still many invalid points in the red dashed box area of the first three 
methods in Fig. 8(c) that cannot be removed, and these invalid points 
cause the reconstructed 3D model to be mixed with low quality data. The 
results of our method, shown in Fig. 8(c), remains consistent with Fig. 8 
(b). Compared with the first three methods, our method can obtain 
higher quality segmentation results. 

To verify the effect of invalid point removal under light noise vari-
ation, as seen in Fig. 9(a), when DLP projector projects the fringe pat-
terns onto the David statue model, we intermittently project the line 
laser as light noise variable onto the model, thus affecting the quality of 
the local fringe pattern. Fig. 9(b) is the obtained modulation image. 
Fig. 9(c) is the original point cloud without any processing, and it can 

been seen that the invalid points in this scene come not only from the 
background and shadow areas, but also from the areas polluted by light 
noise variation. We use the proposed method to remove the invalid 
points in this scene. For comparison, invalid points are also removed by 
the post-processing process and the threshold modulation, respectively. 
The result of manual removal in Fig. 9(d) is regarded as the ground truth 
and the invalid-point removal result is shown in Fig. 10. 

Fig. 10(a)-(d) are the results of removing invalid points by using two 
post-processing methods including filtering and clustering. As shown in 
Fig. 10(a) and (b), radius filter and statistical filter can remove most of 
the invalid points, but some outliers still exist and some valid points at 
the edge of the contour are mistakenly filtered; see the area circled by 
the yellow dashed line in Fig. 10(a) and (b). Fig. 10(c) and (d) 

Fig. 9. The David statue model with significant linear light noise variation. (a) One of the captured fringe images, (b) modulation image, (c) original result of 3D 
reconstruction, (d) the result of manual removal on (c). 

Fig. 10. Segmentation 3D results of the Fig. 9 using post-processing process, the comparison methods and the proposed method respectively. (a) and (b) are the 
filtering results using radius outlier removal and statistical outlier removal, respectively; (c) and (d) are the clustering results using Euclidean cluster extraction with 
different minimum distance parameters; (e)-(h) are the comparative results of Wang’s, Du’s, and Zhang’s method, respectively; (h) is the result of the pro-
posed method. 
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successfully removes most of the invalid points by using Euclidean 
cluster extraction with different minimum distance parameters of 35 
and 40, but the clustering method is easy to identify the invalid points as 
object components when pursuing the integrity of the measured objects; 
see the area circled by the yellow dashed line in Fig. 10(c) and (d). 
What’s more, the post-processing method shown in the red dashed line 
area of Fig. 10(a)-(d) has a poor effect on the removal of point clouds 
existing in the interior of the object. Fig. 10(e)-(g) are the results of 
removing invalid points by threshold modulation. From left to right 
column: Wang’s method, Du’s method, and Zhang’s method. It can be 
seen that the invalid points in the background and shadow areas are well 
removed, but the deletion of the invalid points caused by the light noise 
variation fails; see the area circled by the red dashed line in Fig. 10(e)- 
(g). In fact, it can be seen from Fig. 9(b) that the modulation of the re-
gion polluted by light noise variation (see the area circled by the red 
dashed line) and the modulation of the valid region are intertwined, so it 
is difficult to achieve the ideal removal effect only through the threshold 
modulation. In contrast, the proposed method successfully removes all 
invalid points; see Fig. 10(h). 

The post-processing process in Fig. 10(a)-(d) often requires the 
establishment of complex logical relationships between spatial points, 
while the proposed method directly starts from the reconstruction 
mechanism of 3D point clouds and removes invalid points according to 
the validity of point clouds rather than spatial relations. It is worth 
mentioning that effectively removing invalid points before generating 
large-scale point clouds helps to reduce the time consumption of 3D 
reconstruction. Compared with the threshold modulation method in 
Fig. 10(e)-(g), which reflects the light intensity fluctuation on the sur-
face of the measured object without considering whether the fluctuation 
is cosine or not, the proposed method uses the error energy function to 
reflect the light intensity fluctuation of each imaging point under the 
joint influence of projected light and light noise variation. 

Conclusion 

We propose a method to identify and remove invalid points in fringe 
projection profilometry using the error energy function. The method 
quantifies the relationship between a set of captured co-frequency 
pattern pixel values and the ideal cosine curve as error energy using a 
Gaussian-weighted Euclidean metric. An improved Gaussian filtering 
method based on modulation intensity will significantly increase the 
error energy difference between the invalid pixels of the shadow/ 
background regions and the valid pixels of the target. The valid region is 
determined by categorizing the size of the new error energy model with 
respect to a certain the error threshold. Since the method uses error 
energy as the invalidation criterion, the method is insensitive to object 
reflectivity or intensity modulation and can be applied in different test 
environments. The experimental results show that the proposed method 
is suitable for the task of removing invalid points in complex measure-
ment scenario, and its segmentation accuracy, segmentation robustness 
and segmentation quality are better than the existing methods. 

Deep learning techniques have been proved to effectively improve 
the performance of fringe analysis, fringe denoising, phase unwrapping 
and 3D reconstruction. Inspired by successes of deep learning in FPP, we 
further incorporate deep learning techniques into our work from two 
directions. First, the neural networks are used to replace some modules 
of the proposed method to achieve higher quality invalid point removal, 
for example, when only a single fringe is provided, multiple sets of 
phase-shifting sinusoidal fringe images [31] or high-accuracy phase 
[32] required by the proposed method can be obtained by the neural 
network. Second, using the proposed method or other prior information 
as the input source, the deep neural network (e.g., DCNN [33,34]) is 

used to automatically optimize the parameters to segment the valid 
region. 
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