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a b s t r a c t 

Spectral imaging technique, which retrieves both spatial and spectral information of a scene or an object, is an 

important tool in applications such as food inspection, vegetation monitoring and geographic remote sensing. 

Most spectral imaging systems have a complex system architecture, in which different components are used for 

different functions, limiting the efficiency of information retrieval. Here, we propose a hyperspectral imaging 

system with a simple architecture, where a multiplexing digital micromirror device functions both as a spatial 

light modulator for spatial imaging and a diffractive grating for spectral measuring simultaneously. The proof-of- 

principle system contains a group of lenses, a digital micromirror device and a one-dimensional detector array, 

and is capable of performing 128 × 128 pixel resolution hyperspectral imaging over the visible spectrum with 

an experimental 3.73 nm spectral resolution. Furthermore, by using a compressive sampling strategy, continuous 

real-time spectral video is performed with a frame-rate up to 10 Hz. The concise architecture of the proposed 

system, with the potential to be easily extended to both ultraviolet and infrared, offers an alternative scheme to 

manufacture low-cost, compact, hyperspectral imagers. 
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. Introduction 

Both spatial and spectral information provides us crucial knowledges

f the world. Chromatic digital cameras obtain both information simul-

aneously by placing an absorbing color-filter array (a.k.a. the Bayer fil-

er) on top of a detector array [1] , because photo-electronic sensors are

nly light intensity sensitive. However, only three bands, usually red,

reen and blue wavelengths, are measured by chromatic digital cam-

ras. Spectral imaging, which obtain images with much more spectral

nformation in every pixel of a scene than chromatic digital cameras do,

s an important technique to survey scenes and probe object properties

 2 , 3 ]. Specifically, multispectral imaging obtains images at spaced nar-

ow bands, whereas hyperspectral imaging surveys a scene using con-

iguous bands which cover a continuous range of wavelength, producing

 spectral distribution for each pixel in the scene. We noted that there

re various definitions for hyperspectral, usually it refers to obtaining

ontiguous spectral information along a wide range of wavelength with

 spectral resolution 10 nm, however, some only consider systems with

pectral resolution smaller than 1 nm as hyperspectral. In this work,

yperspectral is referred as its usual definition. 

There are two types of spectral imagers, scanning and non-scanning.

he scanning type can be further divided into two sub-types, which are
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patial scanning and spectral scanning. The spatial scanning spectral im-

gers [4–6] use push-broom scanners, i.e., line-scan systems, or whisk-

room scanners, i.e., point-scan systems to obtain spectral information

sing a prism or a grating in each measurement and then form ( x, y, 𝜆)

hree-dimensional (3D) spectral image cube with sequential measure-

ents over time. The spectral scanning ones [7–9] capture one image at

 certain spectral band in each measurement and then acquire different

ands temporally by using a liquid-crystal tunable filter or an acousto-

ptical one. The scanning spectral imagers are not suitable for dynamic

pplications because the spectral image cube is acquired over time, and

hey usually have complicated system structures. 

The non-scanning spectral imagers, i.e., snapshot spectral imaging

10–13] use a detector array to capture a perspective projection of the

 x, y, 𝜆) data in a single snapshot, from which the 3D spectral image

ube can be reconstructed. The major advantage of non-scanning spec-

ral imagers is that the one-shot acquisition enables its dynamic appli-

ations. However, the manufacturing cost of the devices as well as the

omputational cost to reconstruct the spectral image cube are high. 

Ghost imaging [14–16] reconstructs an image by measuring the cor-

elations between the scene and a series of two-dimensional (2D) masks.

hough outperformed by digital cameras in conventional photography,

he flexibilities demonstrated by ghost imaging making it particularly

ell-suited for non-conventional applications, such as multi-wavelength
ember 2021 

https://doi.org/10.1016/j.optlaseng.2021.106889
http://www.ScienceDirect.com
http://www.elsevier.com/locate/optlaseng
http://crossmark.crossref.org/dialog/?doi=10.1016/j.optlaseng.2021.106889&domain=pdf
mailto:mingjie.sun@buaa.edu.cn
https://doi.org/10.1016/j.optlaseng.2021.106889


W. Chen, M.-J. Sun, W.-J. Deng et al. Optics and Lasers in Engineering 151 (2022) 106889 

Fig. 1. Schematic of computational ghost imaging. (a) The light source is mod- 

ulated by a spatial light modulator (SLM) with different masks. And the struc- 

tured illumination is projected on the object by a projection lens. The reflected 

or transmitted light of the object is measured by a single-pixel detector. A com- 

putational algorithm uses the knowledge of the masks along with their corre- 

sponding measurements to reconstruct an image of the object. (b) The object 

is first illuminated by the light source, then imaged by a camera lens onto the 

focal plane, where a SLM is placed. The SLM modulates the image by displaying 

different masks, and the reflected or transmitted light of the modulated image 

are collected and measured by a single-pixel detector. The image of the object 

can be reconstructed with the knowledge of the masks and the corresponding 

measurements. 
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maging [17] , 3D profiling [18–20] and adaptive imaging [21] . Re-

ently, there are some interesting developments in spectral imaging

echniques utilizing computational ghost imaging scheme [22] . Due to

he single-pixel detection nature [ 23 , 24 ] of the scheme, it is easy for a

host imaging system to perform spectral dispersion without disturbing

he spatial information. Ghost imaging based spectral imaging works

nclude spectral scanning via a rotating color wheel [25] , dispersion

sing a grating [26] , two spatial light modulators for spectral ghost

maging [27] , using ground glass as a random grating [28] , and mul-

ispectral measurement with a spectrometer [29] . Nevertheless, funda-

entally these works utilized ghost imaging as a conventional camera,

nd acquired the spatial-spectral 3D image cube with an extra optical

omponent, which jeopardized measuring efficiency as and increased

he system complexity. 

In this work, we propose a hyperspectral computational ghost

maging system, in which a digital-micromirror-device (DMD) multi-

unctions as a spatial light modulator for spatial imaging and a 2D grat-

ng for spectrum measuring spontaneously. The architecture of the hy-

erspectral imaging system is simplified with the multiplexing DMD, its

apability of dynamic imaging is demonstrated and further enhanced by

erforming sparse sampling in computational ghost imaging. 

. Theory 

.1. Principle of computational ghost imaging 

In computational ghost imaging, it is the resolution of the masks on

 spatial light modulator that determines the spatial resolution of the

econstructed image. These masks are either projected on a scene by a

rojector lens as structured illumination [ 22 , 29 ] as shown in Fig. 1 (a),

r displayed at the focal plane of a camera lens as modulations [ 30 , 31 ]

s shown in Fig. 1 (b). The reconstruction of an image can be performed

y algorithms of various sophistications [ 29 , 32 , 33 ] among which the

implest is to weight each mask P i by its related measurement S i of a

bucket ” detector, which records the total light intensity of the superpo-

ition between the scene and the mask. The image I is then reconstructed
2 
y summing these weighted P i as 

 = 

𝑀 ∑

𝑖 =1 
𝑆 𝑖 ⋅ 𝑃 𝑖 , (1)

here M is the number of measurements the ghost imaging system

ecorded sequentially in time. The masks used can be either partially

orrelated [ 15 , 16 , 22 , 29 ] or orthogonal [ 17 , 23 , 33 , 34 ]. Practically, a

MD is usually used in ghost imaging works [ 17–21 , 24–26 ] because

ts display rate is much larger than that of a liquid-crystal based spatial

ight modulator, especially when the masks to be displayed are binary

 31 , 33 ]. 

.2. Spectral dispersion via a DMD 

Beside displaying fast switching masks, a DMD is sometimes used as

 diffractive component, which is due to its micromirror arrangement

35–38] . It can be modeled as a double-ruled diffractive grating [35] .

he first is a 2D grating of Cartesian geometry, where each micromirror

s a diffraction spot with a pitch p between adjacent micromirrors [39] ,

nd the second is a blazed grating caused by the + 12°/-12° flipping of

he micromirrors along their hinges [40] . 

However, in order to simply the spectral information retrieval in

his work, we limit its grating effect to one-dimensional (1D) by dis-

bling partial of the micromirrors, illustrated as grey mirrors in Fig. 2 (a).

pecifically, the micromirrors arrayed in one row along x direction is a

D grating with its grating constant 𝑑 = 

√
2 𝑝 , and the y distance be-

ween the adjacent two gratings is set to be 3 
√
2 𝑝 so that the optical

ath difference is longer than the coherent length of the LED [41] , and

nly incoherent intensity superposition happens among the diffraction

atterns yielded by the paralleled 1D gratings. A chromatic diffraction

attern can be observed at the Fraunhofer plane of the DMD by illumi-

ating a collimated beam from a white LED onto the DMD, and Fig. 2 (b)

hows the 0th and ± 1st order of the diffraction pattern recorded at the

raunhofer plane of the DMD. Experimental results demonstrate that the

ormalized intensity distributions of ± 1st order (solid red and green in

ig. 2 (c)) versus wavelength are in a good agreement with the ground

ruth spectrum (dash black in Fig. 2 (c)), which is the product of the

hite LED spectrum, the transmissive property of the relay lenses and

he spectral responsivity of the recording CCD. The spectral broaden-

ng is caused by the non-strictly collimated white light and the finite

umbers of micromirrors on the DMD. 

One important feature of the DMD revealed in this work is that even

hen displaying different masks, the DMD exhibits same diffractive

haracteristics, i.e., similar intensity distributions along the spectrum at

st order diffraction. In this work, 32,768 Hadamard masks are gener-

ted by setting the ‘-1’ elements to ‘0’ in a 16384 × 16384 Hadamard ma-

rix [42] , and then reformatting each row of the matrix into a 128 × 128

D mask. Each mask is followed by its inverse (where the elements of

1’ and ‘0’ are reversed), therefore 32,768 masks in total. 32,768 spec-

ral intensity distributions are obtained when these Hadamard masks

re displayed on DMD. By comparing these distributions to the + 1st or-

er diffraction intensity distribution in Fig. 2 (c), we found that most of

hese distributions are not dramatically deviated from the + 1st order

iffraction, as shown in Fig. 2 (d), with their average RMSE being 1.7%.

his feature enables the DMD to being multiplexed in our proposed spec-

ral imaging system both as a spatial light modulator for computational

host imaging and a grating for spectrum measuring. 

The spectral resolution of the grating illustrated in Fig. 2 (a) is de-

ermined by the specifications of the DMD and how well the white

ight is collimated. The half angular size of ± 1st order diffraction

s Δ𝜃diff= 𝜆/( Nd cos 𝜃), where 𝜆 is the wavelength, N is the average

umber of features in a 1D grating, d is the grating constant, and

diff= acrsin( 𝜆/ d ) is the deviation angle of ± 1st order diffraction. The

ngular dispersion is d 𝜃/d 𝜆= 1/ d cos 𝜃diff. Therefore, the distinguish-

ble angular size of a given wavelength at ± 1st order diffraction is
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Fig. 2. Spectral dispersion of a white LED source with a digital micromirror device (DMD). (a) The grating model of a DMD used in this work. Blue squares are 

enabled micromirrors, grey squares are disabled ones, p is the DMD mirror pitch. (b) A photograph of the 0th, ± 1st orders diffraction of a white LED source. (c) 

Normalized intensities of ± 1st order diffraction pattern versus wavelength, compared to the ground truth. (d) The RMSE histogram of 32,768 spectral intensity 

distributions, which are obtained when the DMD displayed 32,768 different Hadamard masks, with respect to the + 1st order diffraction intensity distribution in (c) 

(For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article). 

Fig. 3. Experimental setup of the proposed hyperspectral imaging system. A white LED source (OSRAM CSLMN1.TG, 10 W) is collimated by a fiber collimator 

(WYOPTICS 84UV, fiber diameter 50 μm, f c = 100 mm), and illuminates a chromatic object. The DMD is located in the conjugate position of the object (DLPC410, 

micromirror array 1024 × 768, pitch 13.7 μm, operating at 20 KHz) by Lens 1 with f 1 = 250 mm and Lens 2 with f 2 = 150 mm. The DMD provides mask modulation for 

imaging and diffraction for spectral measuring. The diffraction pattern of the modulated light is formed at the focal plane of Lens 3 with f 3 = 50 mm, and its intensity 

distribution of 0th and ± 1st order is recorded by a 1D detector array (Basler raL2048-48gm, pixel resolution 2048 × 1, pitch 7 μm, sampling at 40 KHz). Combining 

the knowledges of the modulation masks and the corresponding spectral intensity distributions, a series of images at different wavelengths can be reconstructed to 

form a 3D spectral image cube, which in turn can be fused into one chromatic image. 
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𝜃=Δ𝜃diff+Δ𝜃light , where Δ𝜃light is the angular divergence of the col-

imated light, and the spectral resolution of the system proposed here is

 = 

(
Δ𝜃light + Δ𝜃dif f 

)
𝑑 cos 𝜃dif f , (2)

. Result 

.1. System setup and spectral resolution 

The experimental setup of the hyperspectral imaging system we pro-

osed is illustrated in Fig. 3 . The light emitted from a white LED (OSRAM

SLMN1.TG, 10W) is directly coupled into a fiber collimator (WYOP-

ICS 84UV, fiber diameter 50 μm, f c = 100 mm), and the collimated

eam illuminates a chromatic transmissive object. The illuminated ob-

ect is then imaged by Lens 1 and Lens 2 ( f 1 = 250 mm, f 2 = 150 mm) onto

he surface of a DMD (DLPC410, micromirror array 1024 × 768, pitch

3.7 μm, operating at 20 KHz). The pinhole between Lens 1 and 2 is

o keep background noise out of the system. The image is modulated

y a series of masks displayed on the DMD, and here 32,768 Hadamard
3 
asks with a 128 × 128 pixel resolution are generated and used here

or differential measurement [ 31 , 34 ] in order to reduce fluctuations in

mbient light levels. The modulated images are reflected by a mirror

nd their diffraction distributions are formed on the focal plane of Lens

 ( f 3 = 50 mm). A 1D detector array (Basler raL2048-48gm, pixel res-

lution 2048 × 1, pitch 7 μm, sampling at 40 KHz) is placed at the

ocal plane to record the 0th and ± 1st order spectral intensity distribu-

ion of each modulation. Combining the knowledges of the Hadamard

asks and their corresponding spectral intensity distributions, images

t different wavelengths are reconstructed using Eq. (1) to form the 3D

pectral image cube. A chromatic image can be further formed by fusing

hese images according to their wavelengths, as shown in Fig. 3 . 

The spectral resolution of the experimental system is calculated by

he specifications and verified using the experimental measurements.

he angular divergence of the collimated light is calculated to be

0 μm/100 mm = 0.5mrad, with its FWHM being 0.25mard. By replac-

ng the object with an interference filter (central wavelength 422 nm,

WHM 4 nm), a light spot is recorded at the pinhole by a CMoS (Daheng

ER-1220-32U3M, pixel resolution 4024 × 3036, pixel pitch 1.85 μm),
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Fig. 4. Experimental spectral resolution analysis of the proposed hyperspectral imaging system. (a) The FWHM of the collimated white light is measured to be 

0.26mrad. (b) With DPLC410 and 1.67 angular magnification, the FWHM of the ± 1st order diffraction at 422 nm are measured to be 0.462mrad and 0.496mrad. 

Their average is 0.479mrad, led to a 9.26 nm spectral resolution. (c) With a DLP910 DMD and 1.0 angular magnification, the FWHM of the ± 1st order diffraction at 

422 nm are measured to be 0.33mrad and 0.363mrad. Their average is 0.347mrad, led to a 3.73 nm spectral resolution. The measurements are in a good agreement 

with the theoretical calculations. 

Fig. 5. Hyperspectral images reconstructed by 

the proposed hyperspectral imaging system. (a) 

A photo of the object, taken by a single lens 

reflex digital camera. Zoomed details showed 

that the printed surface of the object is grainy. 

(b) 3D spectral image cube reconstructed by the 

proposed hyperspectral imaging system. The 

center wavelength of each image is given. The 

spectral interval between two consecutive im- 

ages is 10.84 nm, corresponding to 4 pixels 

on the 1D detector array. (c) A chromatic im- 

age of the object is fused from the 3D spectral 

image cube by transferring the center wave- 

length YMCK values and then weighted sum- 

ming these values of all spectral images to yield 

the fused chromatic image. 
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s shown in Fig. 4 (a). The FWHM of the measured angular divergence

f the collimated light is determined as Δ𝜃light = 0.259mrad by divid-

ng the spot size with f 1 , which is a good agreement with the calcula-

ion. For the experimental system illustrated in Fig. 3 , the grating con-

tant 𝑑 = 

√
2 𝑝 = 19.34 μm, the average number of features in one grat-

ng N = 384, leading to a half angular size of ± 1st order diffractions

𝜃diff = 0.057mrad. The angular divergence of the collimated light at

he focal plane of Lens 3 is 0.25 × 1.67 = 0.418mrad, where 1.67 referred

o the angular magnification determined by f 1 / f 2 . The distinguishable

ngular size at ± 1st order diffraction is Δ𝜃=Δ𝜃diff+Δ𝜃light = 0.475mrad.

y placing the CMoS at the focal plane of Lens 3, the diffraction pattern

s recorded, as shown in Fig. 4 (b). The FWHM of ± 1st order diffractions

re 0.462 and 0.496 mrad, and their average is 0.479mrad, which are in

 good agreement with the calculation. Consequently, the experimental

pectral resolution of the proposed system is determined by Eq. (2) as

.26 nm. 

To reach the full spectral resolution potential of the proposed system,

ens 2 is replaced with another lens of 250 mm focal length, leading to

 1.0 angular magnification. DLPC410 is replaced with another model

LPC910 (DLPC410, micromirror array 2560 × 1600, pitch 7.6 μm, op-

rating at 10 KHz). In this case, the grating constant d = 10.75 μm,

he average number of features in one grating N = 800, leading to a

alf angular size of ± 1st order diffractions Δ𝜃diff= 0.049mrad. The an-

ular divergence of the collimated light at the focal plane of Lens 3 is

.25mrad and the distinguishable angular size at ± 1st order diffraction

s Δ𝜃 = 0.299mrad. The experimental diffraction pattern is recorded, as

hown in Fig. 4 (c), with the FWHM of ± 1st order diffractions are 0.33

nd 0.363mrad, and their average is 0.347mrad. Considering the noise

p  

4 
xhibited in this measurement, the experimental angular size is deemed

o be coincident with the calculation. The experimental spectral resolu-

ion is improved to 3.73 nm. 

It is worth mentioning that the spectral resolution of the proposed

ystem, though wavelength related, is majorly limited by the divergence

f the collimated light. It has been demonstrated that the spectral reso-

ution can be enhanced by performing deconvolution on the measured

pectral intensity distributions [ 43 , 44 ]. 

.2. Experimental results 

In the following experiments, the system setup illustrated in Fig. 3 is

sed. Specifically, the angular magnification of Lens 1 and Lens 2 com-

ination is 1.67 to ensure the signal-to-noise for image reconstruction,

PLC410 is used for the real-time performance of the system. The spec-

ral resolution of the system is 9.26 nm, as analyzed and measured in

he previous section. 

In one experiment, the object is a plastic film printed with color

locks, as shown in Fig. 5 (a). 32,768 masks, containing a complete

adamard set and its inverse, are used for spatial modulation. Com-

ining the ± 1st order spectral intensity distribution recorded by the 1D

etector array and the knowledge of the Hadamard masks, the 3D spec-

ral image cube within the spectral range between 400 and 700 nm, as

hown in Fig. 5 (b), is reconstructed using Eq. (1) . The DMD displays

odulation masks at 20 kHz rate, and the total time for data acquisi-

ion and transfer is ∼1.8 s. Due to the linear superposition nature of

q. (1) , the image reconstruction is performed parallelly to the data

cquisition and transfer in order to improve the imaging speed of the

roposed system. Furthermore, taking advantage of the multicore CPU
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Fig. 6. Rainbow bands spectral images reconstructed by the proposed hyperspectral imaging system. The spectral widths are different for the rainbow bands, and 

for the proposed system, different numbers of pixels need to be summed accordingly to reconstruct the spectral images(For interpretation of the references to color 

in this figure, the reader is referred to the web version of this article). 

Fig. 7. Dynamic spectral imaging at 5Hz frame 

rate of an object rotating at 90°/s. 

c  

b  

o  

o  

t  

p  

i  

m  

s

 

p  

t  

s  

b  

i  

t  

T  

t  

o  

H  

w  

a  

c  

o  

o  

h  

m  

o  

l  

i

 

d  

s  

c  

t  

t  

w  

r  

c  

F  

a  

t

 

r

alculating power, the reconstruction for the 3D spectral image cube can

e performed parallelly within itself, that is, the image reconstructions

f different spectrum are independent to each other and can be carried

ut parallelly using the multicore CPU. Here, using a multicore CPU (In-

el i5-7400, base frequency 3.0 GHz, 4 cores, 4 threads) and MATLAB

latform, the reconstruction of 28 spectral images illustrated in Fig. 5 (b)

s performed within ∼1.4 s, shorter than acquisition and transfer time,

eaning that the image reconstruction doesn’t slow down the image

peed of the proposed system. 

The images are of 128 × 128 pixel resolution, determined by the

ixel resolution of the Hadamard mask. The pixel pitch of the 1D detec-

or array is 7 μm, corresponding to 2.71 nm spectral resolution for the

ystem described in Fig. 3 . However, the spectral resolution determined

y the optical system is measured to be 9.26 nm, therefore the measured

ntensities of 4 pixels are added to yield one spectral image, and the spec-

ral interval between two consecutive reconstructed images is 10.84 nm.

he spectral image cube can be further fused into a chromatic image of

he object, as shown in Fig. 5 (c). There are many sophisticated meth-

ds to perform image alignment and fusion in spectral imaging [45–48] .

ere, the chromatic visualization is performed by transferring the center

avelength of every spectral image to a combination of YMCK values

nd then weighted summing these spectral images to yield the fused
5 
hromatic image. Interestingly, it fitted how the object is manufactured

riginally, that is the object is printed with a color laser printer, which

perated under YMCK mode. It is worth mentioning that the noise ex-

ibited in Fig. 5 (c) is partially due to the noise during the experimental

easurements, partially due to the grainy surface formed by the toner

f the laser printer. Zoomed details of the object, recorded by a single

ens reflex digital camera, verified that the printed surface of the object

s grainy indeed, as shown in Fig. 5 (a). 

One problem hyperspectral imaging facing is the huge amount of

ata needed to be recorded, processed, and stored. In Fig. 5 , dozens of

pectral images are reconstructed individually before a chromatic image

an be formed. Sometimes, the image processing speed is the priority of

he system while only several spectral bands are needed. In such cases,

he proposed system can simply sum the measured intensities of pixels,

hich corresponded to the spectral bands needed to be obtained, and

econstruct the required spectral images using Eq. (1) . Rather than re-

onstructing and fusing a huge number of consecutive spectral images,

ig. 6 demonstrated that the proposed system obtained the spectral im-

ges of discrete rainbow bands by performing only seven reconstruc-

ions. 

It is worth mentioning that the spectral widths are different for the

ainbow bands, that is violet 380–450 nm, blue 450–485 nm, cyan 485–
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00 nm, green 500–565 nm, yellow 565–590 nm, orange 590–625 nm,

ed 625–700 nm [49] . For the proposed system, the rainbow spectral

idths corresponded to 26, 13, 6, 24, 9, 13, and 28 pixels of the 1D de-

ector array. For each band, the measured intensities of the correspond-

ng pixels are summed to used as Si in Eq. (1) , regardless the spectral

idth, to reconstruct the spectral image. 

Another challenge for most conventional spectral imaging systems

s to meet the demands of real-time applications. The major obstacle is

hat the 2D detector array, which retrieves ( x, y, 𝜆) 3D data in a scan-

ing manner, has a low readout rate [50] . The proposed hyperspectral

maging system also retrieves ( x, y, 𝜆) 3D data in a scanning manner

ue to its single-pixel detection imaging scheme. However, the 1D de-

ector array used in the proposed system, which has a 40 kHz readout

ate, is no longer the limiting factor. The 20 kHz modulation rate of the

ultiplexing DMD became the bottle neck. 

More interestingly, computational ghost imaging scheme is capable

f compressive sampling [ 30 , 51 ], which reconstructs images with sparse

easurements and therefore further improves real-time performance of

he proposed system. In this experiment, by applying the evolutionary

ompressive sensing in our previous work [18] , which chooses a sub-

et of the Hadamard masks having the most significances in the pre-

ious frame along with a fraction of randomly selected ones, real-time

pectral imaging with a dynamic object (an object rotating at 90°/s) is

erformed. A continues real-time spectral video with 5 Hz frame-rate

s obtained using 4096 masks, equivalent to a 12% compression ratio

first half of Supplementary Movie 1). Fig. 7 showed a sample of con-

ecutive spectral images in rainbow bands and their chromatic fusions

rom the spectral video. Importantly, however, spectral imaging can be

erformed using fewer masks to achieve higher frame-rates if required,

or instance using 2048 masks provides 10 Hz video (second half of Sup-

lementary Movie 1). 

. Conclusion and discussion 

In this work, the specifications of the DMD hinder further improve-

ents of the system performance. It is experimentally demonstrated

ere the spectral resolution can be improved by replacing the DLPC410

.7XGA DMD chip with the DLPC910 0.9WQXGA chip. The inherent

rade-off between spatial resolution and the frame-rate is limited by the

odulation rate of the DMD. These two specifications can be enhanced

y using other fast-switching devices. Attempts of addressing this prob-

em with other fast-switching devices, such as LED array [24] and optical

hase array [52] , have been explored. 

It is worth mentioning that during the experiments, we use non-

trictly collimated white LED beam to illuminate the objects, which are

hromatic films printed with a color laser printer with YMCK toners.

hese facts also limited the resulting images in visible spectrum with

egraded spectral and spatial resolutions. With collimated sunlight and

atural objects, we are expecting to obtain spectral images with a bet-

er quality from ultraviolet to infrared wavelength because the spec-

ral range of DLP chips covers all wavelengths from 350 to 2500 nm.

owever, one needs to make sure that the illuminating spectral range

s within ( 𝜆,2 𝜆) so that ± 1st order pattern does not overlap with its

 2nd. In other words, the shortest spectrum is (350 nm, 700 nm) and

he longest is (1250 nm, 2500 nm). 

In this work, the DMD is used as a one-dimensional grating to avoid

artial coherent effect of the white LED source. The DMD will be used

imilarly if the proposed system is to work under sunlight. For limiting

he grating effect to one-dimensional, a special spatial coding method

s proposed, as shown in Fig. 2 (a). Therefore, only 1/6 micro-mirrors

re used, a relatively poor sensitivity is the main disadvantage of this

ystem. However, if a supercontinuum laser source is used, the DMD can

e used as a two-dimensional grating, and the system energy efficiency

ill be further improved by the 12° blazing angle. 

In this work, we have proposed a hyperspectral imaging system via

 multiplexing DMD, which provides mask modulation and spectral
6 
iffraction simultaneously. The experimental results demonstrate the

easibility of the proposed system to perform hyperspectral imaging for

ynamic applications. With a concise architecture containing a group of

enses, a DMD and a linear detector array, the proposed system scheme

an potentially be applied to manufacture compact, cost-effective, high

erformance spectral imaging devices. 
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