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Abstract: Multi-scale imaging with large field of view is pivotal for fast motion detection and
target identification. However, existing single camera systems are difficult to achieve snapshot
multi-scale imaging with large field of view. To solve this problem, we propose a design method
for heterogeneous compound eye, and fabricate a prototype of heterogeneous compound eye
camera (HeCECam). This prototype which consists of a heterogeneous compound eye array,
an optical relay system and a CMOS sensor, is capable of dual-scale imaging in large field
of view (360°×141°). The heterogeneous compound eye array is composed of 31 wide-angle
(WA) subeyes and 226 high-definition (HD) subeyes. An optical relay system is introduced to
re-image the curved focal surface formed by the heterogeneous compound eye array on a CMOS
sensor, resulting in a heterogeneous compound eye image containing dual-scale subimages. To
verify the imaging characteristics of this prototype, a series of experiments, such as large field
of view imaging, imaging performance, and real-world scene imaging, were conducted. The
experiment results show that this prototype can achieve dual-scale imaging in large field of view
and has excellent imaging performance. This makes the HeCECam has great potential for UAV
navigation, wide-area surveillance, and location tracking, and paves the way for the practical use
of bio-inspired compound eye cameras.

© 2022 Optica Publishing Group under the terms of the Optica Open Access Publishing Agreement

1. Introduction

There is trade-off between large field of view and high resolution, due to the fact that a system
with large field of view and high resolution is not an easily achievable design. Many researchers
are dedicated to research and find an optimal solution for large field of view and high-resolution
imaging system. The insect’s vision system, which features many excellent characteristics
including large field of view, low aberration, high sensitivity to moving objects, and infinite depth
of field, provides them with an enormous amount of inspiration [1–7]. Many different kinds of
artificial compound eye systems have been proposed for different application needs, such as small
size [3,6,8,9], 3D imaging [10–12], light field imaging [13,14], medical and biological imaging
[15–17], 3D display [18], navigation [19], large field of view imaging [6,8,20–23].

Unlike the human eye, the insect’s eye is a compound vision system that consists of many
ommatidia arranged on a curved surface. This multi-aperture system provides more scalability,
allowing the existence of subeyes with different focal lengths in the vision system. In recent
years, a number of multi-focal compound eye arrays have been proposed to solve problems that
are difficult to overcome with single aperture systems or uniform array systems. For example,
Guo and his team fabricated a multi-focusing compound eye [24,25], which is a non-uniform
micro-lens array on a negative meniscus substrate using the melting photoresist method. In this
multi-focusing compound eye, the focal length of the subeyes varies with the curvature of the
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substrate. This system effectively reduces the defocus of the limbic ommatidia on the planar
detector. Similarly, a multi-focal compound eye was fabricated by combining photolithography,
hot embossing, soft photolithography, and gas-assisted deformation techniques by Wu et al. in
2020 [26]. In 2022, a dual-focal artificial compound eye was reported by Huang et al. to achieve
dual-scale varifocal imaging in a large field of view [27]. The depth of field was expanded to
facilitate continuous clear imaging in a wider range by the primary and secondary micro-lenses
with two different sizes.

In practical applications, long-distance high-resolution imaging is required for systems with
sufficiently large apertures, even though the above multi-focal micro-lens arrays solve the problem
of mismatch between curved array and planar sensor or extend the depth of field. The single-size
multi-camera arrays or multi-aperture systems are capable of large field of view high resolution
imaging, but they are often bulky and data-intensive, making it difficult to achieve real-time
detection and identification. Effective information is sparse and non-uniformly distributed,
and the undifferentiated acquisition and processing of all information leads to a huge waste of
computational resources [1,28–30].

The multi-scale imaging using non-uniform apertures is expected to overcome this problem.
An imaging system consisting of a stationary camera and an active pan-tilt zoom camera has
been demonstrated to monitor the entire scene and obtain high-resolution images in a certain
region of interest [31]. The stationary camera with low resolution is used to detect and locate
moving objects in a wide-angle range. The target position was then used to determine the
direction which the pan-tilt camera need to move, and capture the area of interest at a higher
resolution. This active optics based on dual-scale imaging has a great potential for surveillance
applications. In 2021, Dai et al. proposed a modular hierarchical array camera with high
flexibility, real-time and robustness inspired by the human brain nerves [32]. Through the
cooperation of global and local cameras, active local high-resolution imaging for the region of
interest is performed, leading to significantly reduced bandwidth and computational requirements
for real-time gigapixel videography. Furthermore, the multi-resolution images captured by the
non-uniform aperture array are essential in applications such as stereo ranging and target tracking.
In 2022, a miniaturized six-channel multi-resolution imaging system, which can obtain six
sub-images at different scales simultaneously on a single detector, was fabricated by Belay and
his team. This system was able to achieve a magnification ratio of up to 10 times between the
six channels and estimate object distances from 1m to 100m [33]. In addition, as early as 2012,
a three-channel multi-resolution imaging system had been proposed by Belay’ research group
[34,35] and a dual-scale refocusing imaging system using a tunable liquid lens had been designed
by Smeesters et al. in 2014 [36].

Therefore, the multi-scale imaging of non-uniform aperture systems has unique properties and
has important applications in many fields, but most of them remain huge in size [32,33]. We
attempt to develop an integrated multi-scale imaging system with large field of view based on the
bio-inspired compound eye. This system has the potential of active selective local high-resolution
imaging in a large field of view, and greatly improve the flexibility and real-time performance. In
our previous work, a bionic spherical compound eye camera [23] has been realized by introducing
an optical relay system to solve the problem of mismatch between the curved image and the
planar sensor. In this work, we proposed a design method of heterogeneous compound eye array
and fabricated a prototype of the HeCECam whose maximum radial diameter and axial length
are 100mm and 182mm respectively. This prototype consisting of a heterogeneous compound
eye array, an optical relay system and a CMOS sensor, is capable of dual-scale imaging in large
field of view (360°×141°). The heterogeneous compound eye array is composed of 31 WA
subeyes and 226 HD subeyes. The WA subeyes enable to capture an ultra-wide field with very
low resolution, which is a great advantage in target detection and real-time localization. The
HD subeyes allow the system to observe local details in any region of the field. An optical relay
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system is introduced to re-image the curved focal surface formed by the heterogeneous compound
eye array on a CMOS sensor, resulting in a heterogeneous compound eye image containing
dual-scale subimages. This compact dual-scale imaging system with large field of view has great
potential for UAV navigation, wide-area surveillance, and location tracking, and paves the way
for the practical use of bio-inspired compound eye cameras.

2. Methods and materials

2.1. Design method of heterogeneous compound eye array

The heterogeneous compound eye array is the core component of the HeCECam, which is
responsible for collecting dual-scale information of the scene. The distribution of subeyes with
different parameters in the heterogeneous compound eye array directly affects the outputted
compound eye image. To design an appropriate heterogeneous compound eye array, we summarize
the parameters and distribution of these subeyes need to meet the following four constraints: 1)
At least two types of subeyes with different parameters should be contained in the compound eye
array; 2) The total field of view of each type of subeyes should cover the entire detection space;
3) Different types of subeyes should image on the same focus surface when a relay optical system
is adopted; 4) Each subeye in the array should work normally without occlusion. According
to these basic constraints, the main parameters are calculated when two types of subeyes are
included in the array. Figure 1 shows the schematic diagram of the general compound eye array
and the heterogeneous compound eye array.

Fig. 1. Main parameters in general compound eye array (a) and heterogeneous compound
eye array (b). (c) Schematic diagram of sectional structure of heterogeneous compound eye
array.

Figure 1(a) gives the main parameters in general compound eye array. The diameter of each
subeye, radius of the array, field of view of each subeye, and inter-ommatidia angle are represented
by d, R, ∆φ and ∆ϕ respectively. There is an overlap in the field of view of adjacent subeyes
when ∆φ is greater than ∆ϕ. α is the range of overlapping area and D is the minimum working
distance. There will be a blind area when the working distance is less than D. The minimum
working distance D can be calculated by:

D =
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∆ϕ
2

)︂
− d

2 cos
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2

)︂
sin

(︁
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2
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where α = ∆φ − ∆ϕ. Further, D is jointly determined by d, R, ∆φ and ∆ϕ, and
d
R
<∆ϕ<∆φ. (2)

Figure 1(b) shows the main parameters of the heterogeneous compound eye array. The
heterogeneous compound eye array is composed of two types of subeyes, WA subeyes and HD
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subeyes. To make the imaging range of each subeyes array evenly cover the entire detection space,
the spatial distribution ratio of WA subeyes and HD subeyes is the reciprocal of the ratio of its
field angle. Similar to the general compound eye array, the main parameters of the heterogeneous
compound eye array are (d1, d2, ∆φ1, ∆φ2, R1, R2, f1, f2), which represent the parameters of WA
subeyes and HD subeyes respectively. The difference is that, three parameters (∆ϕ1, ∆ϕ′2, ∆ϕ2)
exist on the inter-ommatidia angle since two types of subeyes are not evenly cross arranged. ∆ϕ1
and ∆ϕ2 are inter-ommatidia angle of WA subeyes and HD subeyes. ∆ϕ′2 is the angle between
two HD subeyes separated by a WA subeye.

Figure 1(c) shows the sectional structure of heterogeneous compound eye array. Due to its
particular structure, a minimum value exists for ∆ϕ′2, named as ∆ϕ′2 limit . It can be calculated by:

∆ϕ′2 limit =

⎡⎢⎢⎢⎢⎢⎣
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where ∆h = R2 − R1. Considering the constraint relationship between field of view and the
inter-ommatidia angle, ∆ϕ′2 is shown as:

∆ϕ′2 limit <∆ϕ
′
2<∆φ2. (4)

Assuming that the minimum working distance of this camera is Dadmit, the working distance
of WA subeyes and HD subeyes can be calculated by:

D1 = D′
2 + ∆h = Dadmit + ∆h. (5)

Based on the above formula, ∆ϕ1 can be calculated by:
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where α1 = ∆φ1 − ∆ϕ1. N is the number of HD subeyes distributed between two adjacent WA
subeyes and must be a positive integer value, shown as below:

∆ϕ1
∆ϕ′2

≤ N ≤ 1 +
∆ϕ1 − ∆ϕ

′
2

γ
, (7)

where γ = d2/R2. The specific value of ∆ϕ2 can be obtained by:

∆ϕ2 =
∆ϕ1 − ∆ϕ

′
2

N − 1
, N>1. (8)

2.2. Optical design

Two types of subeyes in heterogeneous compound eye array are imaged on the same focal surface.
By introducing an optical relay system, the curved image is re-imaged on a planar CMOS sensor.
Based on the above design method of heterogeneous compound eye array, the main parameters
of the heterogeneous compound eye array could be determined and an optical relay system was
designed in this part. The radii of these two arrays are 44.5mm (R1) and 56mm (R2), respectively.
The diameters of the WA subeyes and HD subeyes are set in the sizes of 2.5mm (d1) and 5mm
(d2). The field of views / focal lengths of these two types of subeyes are 26° (∆φ1) / 15° (∆φ2)
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and 3.77 mm (f1) / 15 mm (f2), respectively. The minimum working distance was set as 500mm
(Dadmit). The inter-ommatidia angle of ∆ϕ′2 can be calculated by formula (4).

13.767◦<∆ϕ′2<14.004◦. (9)

By formula (6), ∆ϕ1 is calculated to be about 24.3°. In our design, ∆ϕ′2 and ∆ϕ1 was chosen
as 14° and 21°, respectively. The number of HD subeyes distributed between two adjacent WA
subeyes N can be determined as 2 by formula (7). Finally, ∆ϕ2 is calculated to be 7° by formula
(8).

Figure 2 shows the ray path of the HeCECam which consists of WA subeyes, HD subeyes and
an optical relay system. Ten channels are set in the simulation optical path, including 4 WA
subeyes and 6 HD subeyes. The partial enlarged views of the WA subeyes and HD subeyes are
shown as dotted circle. An optical relay system is introduced to re-image the curved surface
formed by the heterogeneous compound eye array into a planar CMOS sensor. This ingeniously
solves the mismatch between the curved image and the planar sensor, and is expected to further
improve the imaging quality. This optical relay system is composed of 7 groups, 11 lenses, and its
paraxial magnification, focal length and F number are -0.143, 5.3 mm and 2.91, respectively. It is
a telecentric optical system, which converts the curved image 30mm in front into a plane image.

Fig. 2. Optical design of the HeCECam. The curved image captured by two types of
subeyes was re-imaged on a CMOS sensor by an optical relay system.

Figure 3 gives the result analysis of this optical design. From left to right, the three columns
of graphs are spot diagram, modulation transfer function (MTF) curve, and distortion. The four
rows from top to bottom represent the results analysis for the central WA subeye, the marginal
WA subeye, the central HD subeye, and the marginal HD subeye, respectively. It can be seen that
the root mean square (RMS) radii of the central and marginal WA subeyes are less than 1.661µm
and 3.244µm, respectively. The HD subeyes have better results, whose RMS radii do not exceed
1.609µm and 2.533µm. The RMS radii of all subeyes are smaller than the pixel size (4.5µm) of
photoreceptor adopted in the prototype, which indicates good results for aberration calibration
in this design. The MTF is also an essential indicator for image quality evaluation of optical
systems. The Nyquist cutoff frequency is constrained by the pixel size of the detector, as given



Research Article Vol. 30, No. 25 / 5 Dec 2022 / Optics Express 45148

by:

fNyquist =
1000
2ε

, (10)

where ε is the pixel size of the sensor (Unit: µm). Hence, the cutoff frequency of this system
is calculated to be 111lp/mm. The second column in Fig. 3 shows the MTF of the central and
marginal WA/HD subeyes. As can be seen, the MTF value of the central WA subeye is up to 0.6
at Nyquist cutoff frequency, and the value of the marginal WA subeye is 0.3. Although the MTF
value of HD subeyes decrease slightly, all of them are higher than 0.1 at the cutoff frequency. The
third column in Fig. 3 is the distortion plots of WA and HD subeyes. The curves reveals that the
distortion of the HD subeyes is well controlled within 8%, and the distortion of the WA subeyes is
not exceeding 14%. In summary, the optical design of the HeCECam has excellent image quality.

Fig. 3. Three columns from left to right show the spot diagrams, MTF curves and distortions,
respectively. Four rows from top to bottom give the results analysis for the central WA
subeye, the marginal WA subeye, the central HD subeye, and the marginal HD subeye,
respectively.

2.3. Fabrication of the HeCECam prototype

Based on the above method and optical design, a prototype of HeCECam which consists of
a heterogeneous compound eye array, an optical relay system, and a CMOS sensor has been
fabricated. Figures 4(a-c) give the pictures of the fabricated heterogeneous compound eye array,
optical relay system and CMOS sensor. The heterogeneous compound eye array contains two
types of subeyes, 31 WA subeyes and 226 HD subeyes. Both types of subeyes are made of K9
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glass. They are arranged on a hemispherical resin shell with a radius of 56mm, which is made by
3D printing technology. The hemispherical shell surface is painted black to diminish the effect
of stray light.

Fig. 4. The prototype of HeCECam consists of three parts: (a) a heterogeneous compound
eye array, (b) an optical relay system and (c) a CMOS sensor. (d) Assembled prototype of
the HeCECam. (e) Schematic diagram of the distribution of WA subeyes and HD subeyes in
the heterogeneous compound eye array.

The optical relay system is similar to the rhabdom in the insect’s compound eye which transmits
light rays to the photoreceptor. It is also mainly made of K9 glass. An ON-Semiconductor
Python NOIP1XX016KA (Frame rate: 20fps, Pixel size: 4.5µm, Pixel resolution: 4096× 4096),
was adopted as the photoreceptor. Figure 4(d) shows the assembled prototype of the HeCECam
whose maximum radial diameter and axial length are 100mm and 182mm, respectively. This
prototype which contains two types of subeyes with the field of view of 360◦×141◦ has the
capable of simultaneous dual-scale imaging.

Figure 4(e) illustrates the distribution of WA subeyes and HD subeyes in the heterogeneous
compound eye array. All of subeyes are distributed in concentric circles on the hemispherical
shell. The HD subeyes whose field of view is small, are densely distributed, and the distribution
of the WA subeyes is sparser, appearing only at two intervals. The field of view overlap of
subeyes at the distance of 600mm in three typical regions is given in the block diagram. The
different colors represent the number of the field of view overlap. There is a partial field of view
overlap between both the WA subeyes and the HD subeyes, thus ensuring no blind spots in the
detection range. In particular, several HD subeyes around the WA subeye can see the entire scene
captured by this WA subeye at a higher resolution.

3. Results and discussion

To verify the imaging characteristics of the HeCECam, a series of experiments are performed,
including large field of view imaging, imaging performance verification, and real-world scene
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imaging. Figure 5(a) shows the experimental setup for large field of view imaging of the prototype.
Three toys were placed at different positions (0°,+ 70.5° and -70.5°) as the targets. Figure 5(b)
gives a raw image on the three toys taken by this prototype. The three toys at different positions
are captured by different subeyes. The left enlarged views are sectional high-resolution images
of toys acquired by HD subeyes located at 0° and ±70.5°. The right enlarged views are wide
angle images of toys captured by WA subeyes located at 0° and ±70.5°. This reveals that the
HeCECam has an overall field of view of up to 141°. In order to directly compare the difference
between the wide-angle image and the high-resolution image, an enlarged view of the central area
is given. It can be seen that the wide-angle image can see the whole toy while the high-resolution
images only see parts of it. The subimages with two different scales appear simultaneously in the
heterogeneous compound eye image.

Fig. 5. (a) Experimental setup for verifying large field of view imaging of the prototype.
(b) The raw image captured by the prototype and enlarged views of some sub-images. (c)
Illustration of the experimental setup to verify the field of view of subeyes. (d) Experimental
results of the detection range for WA subeyes and HD subeyes.

Figure 5(c) illustrates the experimental setup for measuring the field of view of the WA subeye
and the HD subeye. A standard ruler is placed at a distance X from the front of the prototype.
The field of view (∆φ) of the single subeye can be calculated by ∆φ = 2 arctan(L/2X), where L
is the length of the ruler observed by the subeye. The left image shown in Fig. 5(d) gives the
results observed by the WA subeye, when the ruler was placed at 13cm from the front of the
prototype. The field of view of the WA subeye can be calculated as 26.0°, which is consistent
with ground-truth value. The right image shown in Fig. 5(d) is the results observed by the HD
subeye, when the ruler was placed at 17cm. The field of view of the HD subeye is obtained to be
15.1°, which is close to the theoretical value.

To test the imaging performance of the HeCECam, the checkerboards, an ISO 12233 chart,
and a point source were used to test the contrast, resolution and point spread function (PSF)
of this prototype, respectively. The results of these experiments are shown in Fig. 6. Wherein,



Research Article Vol. 30, No. 25 / 5 Dec 2022 / Optics Express 45151

Fig. 6(a) shows the experiment setup for testing the contrast. Three checkerboards, with a grid
size of 10mm× 10mm, are placed at three different positions (0° and ±70.5°) to test the contrast
of different subeyes. They are distributed on the same sphere whose radius is 20cm. The result
image captured by the HeCECam is shown in Fig. 6(b). An enlarged view of the central area
is shown in Fig. 6(c), which clearly shows the significant difference between subeyes with two
scales. Figure 6(d) gives subimages of WA subeyes and HD subeyes at different positions. The
corresponding intensity profiles along the dotted lines are given in the block diagrams on the
right. The Michelson contrast can be calculated based on the diagrams. The Michelson contrasts
for the central subimages of WA subeye and HD subeye are 0.725 and 0.9, respectively. The
contrasts of the marginal subimages are 0.6 and 0.8, respectively. The contrast of the marginal
subimages is slightly lower than that of the central subimages due to the effect of the optical relay
system.

Figure 6(e) illustrates the experiment setup for testing resolution of the HeCECam. An ISO
12233 chart is placed at the front of the prototype. The imaging results of this chart for two types
of subeyes at different positions is given in Fig. 6(f). The resolution values of the central and
marginal WA subeyes are 6lp/mm and 4lp/mm, and that of the central and marginal HD subeyes
are 10lp/mm and 7lp/mm, respectively. The number of pixels owned by HD subeyes and WA
subeyes are about 120× 120 and 60× 60, respectively. Combined with their field of view, it can
be calculated that their angular resolutions are 7.2´ and 25.8´ per pixel. To test the PSF of each
subeye, a point source was used as a target shown in Fig. 6(g). The point light source is formed
by the laser beam passing through a 100µm micropore. The PSF curves were plotted using the
point source intensities recorded by all subeyes, as shown in Fig. 6(h). It reveals that the closer to
the center the PSF curves is sharper, and the PSF curves of the HD subeyes is sharper than that
of the WA subeyes. These results are consistent with the theoretical optical design. The MTF
curve of the HD subeye (Ch.7°) has been derived from the measured PSF, as shown in the right
diagram of Fig. 6(h). It is decreased compared with the design value, due to the machining and
assembly errors.

To further validate the imaging performance of the prototype, two random scene imaging
experiments were performed. Figure 7(a) shows the raw heterogeneous compound eye image
of the laboratory scene shown in Fig. 7(d) captured by the HeCECam. Several subimages of
WA subeyes and HD subeyes are given in Fig. 7(b). The subimages marked by green circles are
the WA subimages which have a large field of view. All of them can see the carton marked by
the red dotted lines, proving that a certain field of view overlap exists between the adjacent WA
subeyes. The subimages marked by blue circles are the HD subimages with higher resolution.
Figure 7(c) shows the enlarged view of the white dotted region in Fig. 7(a). It clearly reveals
the properties of the dual-scale images captured by the HeCECam. The large field of view and
high-resolution information simultaneously imaged in a heterogeneous compound eye image. The
positions of the subimages in the raw heterogeneous compound eye image are reversed, making
it difficult to see the overall outline of scene. A clear outline of the scene can be seen in the
corrected heterogeneous compound eye image given in Fig. 7(e). In addition, a random outdoor
scene shown in Fig. 7(g) was captured by the HeCECam. Figure 7(f) gives the corresponding
heterogeneous compound eye raw image and partial enlarged views. The WA subimages in the
green circle and the HD subimage in the blue circle show that this prototype has good imaging
performance outdoors. A corrected heterogeneous compound eye image, which shows a clear
outline of the outdoor scene, is shown in Fig. 7(h). The above experimental results show that
this prototype not only has very good imaging performance but also has been practical. This
paves the way for the application of the bio-inspired compound eye camera. This heterogeneous
compound eye camera can be used for fast motion detection and precise identification in large
field of view.
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Fig. 6. (a) Schematic illustration of Experiment setup for testing contrast. (b) The raw
image of the checkboards taken by the HeCECam. (c) The enlarged view of the central
area marked by blue circle. (d) The subimages of WA subeyes and HD subeyes at different
positions, and the corresponding intensity profiles along the dotted lines. (e) Illustration of
Experiment setup for testing the resolution of the subeyes. (f) The resolution test results of
the central WA subeye (f1), the marginal WA subeye (f2), the central HD subeye (f3) and the
marginal HD subeye (f4). (g) Schematic illustration of Experiment setup for testing PSF
curves. (h) The PSF curves of WA subeyes and HD subeyes.
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Fig. 7. (a) Raw heterogeneous compound eye image of the laboratory scene captured by
the HeCECam. (b) The WA subimages and HD subimages at different positions. (c) An
enlarged view of the central region in white dashed lines. (d) The picture of laboratory scene
captured by a cell phone camera. (e) The corrected heterogeneous compound eye image of
this laboratory scene. (f) The raw heterogeneous compound eye image of a random outdoor
scene captured by the HeCECam. (g) The picture of the random outdoor scene. (h) The
corrected heterogeneous compound eye image of this random outdoor scene.
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4. Conclusion

In this work, we propose a design method of heterogeneous compound eye and fabricate a
prototype of HeCECam. This prototype, which achieves dual-scale imaging in large field of
view (360°×141°), consists of a heterogeneous compound eye array, an optical relay system
and a CMOS sensor. There are 31 WA subeyes and 226 HD subeyes in the heterogeneous
compound eye array. The optical relay system is introduced to re-image the curved image formed
by the heterogeneous compound eye array on the planar CMOS sensor. Finally, a heterogeneous
compound eye image containing lots of dual-scale subimages is obtained. To verify the imaging
characteristics of the HeCECam, a series of experiments are performed. The results show that
this prototype has excellent imaging performance and is capable of dual-scale imaging. These
characteristics make the HeCECam has great potential for fast motion detection and precise
identification, UAV navigation, and security surveillance. Our next works mainly focus on rapid
detection, location and recognition based on this HeCECam and high-definition panoramic image
restoration based on the heterogeneous compound eye image. Moreover, the effective ratio of
pixels in the HeCECam is only 56%, because the distribution of subeyes is not well optimized.
To further improve the performances of this HeCECam, such as further increasing the field of
view of HeCECam by increasing the number of subeyes in the heterogeneous compound eye
array and optimizing the aberration of the optical relay system, and improving the effective ratio
of pixels by optimizing the distribution of subeyes in the heterogeneous compound eye array, is
also extremely important research direction.
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