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Abstract . l“’ -
Rapid and early identification of patho- >‘« ")

gens is critical to guide antibiotic therapy. [

+
]

Raman spectroscopy as a noninvasive
diagnostic technique provides rapid and
accurate detection of pathogens. Raman
spectrum of single cells serves as the “fin-
gerprint” of the cell, revealing its meta-

bolic characteristics. Rapid identification

of pathogens can be achieved by combining Raman spectroscopy and deep
learning. Traditional classification techniques frequently require lots of data
for training, which is time costing to collect Raman spectra. For trace samples
and strains that are difficult to culture, it is difficult to provide an accurate
classification model. In order to reduce the number of samples collected and
improve the accuracy of the classification model, a new pathogen detection
method integrating Raman spectroscopy, variational auto-encoder (VAE), and
long short-term memory network (LSTM) is proposed in this paper. We collect
the Raman signals of pathogens and input them to VAE for training. VAE will
generate a large number of Raman spectral data that cannot be distinguished
from the real spectrum, and the signal-to-noise ratio is higher than that of the
real spectrum. These spectra are input into the LSTM together with the real
spectrum for training, and a good classification model is obtained. The results
of the experiments reveal that this method not only improves the average accu-
racy of pathogen classification to 96.9% but also reduces the number of Raman
spectra collected from 1000 to 200. With this technology, the number of
Raman spectra collected can be greatly reduced, so that strains that are diffi-
cult to culture or trace can be rapidly identified.
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1 | INTRODUCTION

Rapid and precise pathogen identification is crucial for
human health, clinical treatment, epidemiological
research, safety inspection, and food safety management
in the face of the threat of bioterrorism and infectious dis-
ease pathogens. The key to precision anti-infective treat-
ment is quick and accurate pathogen identification [1].
The isolation rate of common clinical pathogens including
Staphylococcus, Enterococcus, Pseudomonas aeruginosa
and Escherichia coli remained high. Biochemical and Mass
spectrometry identification is the most prevalent approach
for pathogen identification. These methods based on cul-
ture is time-consuming [2], It is not suitable for rapid path-
ogen screening. Some rapid and more precise approaches,
such as polymerase chain reaction (PCR) and enzyme-
linked immunosorbent assay (ELISA), have evolved in
recent years. However, they are limited because to high
costs and background pollution, and they are often oper-
ated by professional technicians [3, 4]. As a result, it's nec-
essary to develop a simple, rapid and label-free pathogen
detection technology for effectively screening of patho-
gens, drug resistance analysis, public safety bacterium
monitoring, and food safety inspection.

Raman spectroscopy is a rapid, nondestructive, and
nonlabeling optical sensor detection tool that is widely
employed in medical diagnosis [5-9]. Raman spectros-
copy can reflect the variations in biochemical compo-
nents between biological samples, enabling the quick
detection of pathogenic bacteria [3]. Because spectral fea-
ture differences are invisible to the naked eyes, we typi-
cally employ feature extraction and classification
methods in the computer field to identify the differences.
Feature extraction methods such as principal component
analysis (PCA) and partial least-squares regression (PLS),
and machine learning methods such as decision tree and
linear discriminant analysis (LDA) have been widely
used and achieved good results [10]. However, with the
increase of recognition types, the increase of spectral data
volume, and the reduction of spectral signal-to-noise
ratio, the simple method of machine learning is often
poor. Deep learning is widely utilized in image identifica-
tion, natural language processing, and other fields, and it
has demonstrated high-data processing capabilities in
spectral recognition [11, 12].

Deep learning's complex neural networks have played
a significant role in spotting small discrepancies in
Raman spectra in recent years. The most extensively used
recognition model is the convolutional neural network
(CNN) [12-14]. It can fully mine data properties to obtain
high-classification accuracy. However, the use of CNNs
in conjunction with Raman spectroscopy has many limi-
tations. For instance, increasing the depth of the CNN

network can increase classification accuracy when there
are many spectral categories to classify, but this requires
more computation and calculating time [15]. In addition,
CNN is best at image recognition at first, and it has some
limitations when dealing with one-dimensional spectral
data [16]. While recurrent neural networks (RNNs) may
recall the prior data and use it in a subsequent calcula-
tion, which is highly helpful in processing time series
data [17]. Because Raman spectra and time series data
have many similarities, processing Raman spectra with
RNN makes sense. During long-term training based on
RNN, gradient disappearance and explosion are issues
that are resolved by LSTM. Therefore, we used LSTM to
analyze the pathogens by Raman spectroscopy.

Deep learning frequently needs a lot of data for train-
ing, which means that getting the data will take a lot of
time. In our earlier research, we employed generative
adversarial networks (GAN) to enhance the data of
Raman spectra of the most common clinical bacteria,
which led to a decrease in the number of Raman spectra
collected [18]. However, we discovered that GAN may
cause model collapse and model convergence issues in
the presence of a small number of unbalanced samples,
leading to subpar sample generation outcomes [19].
Kingma et al. proposed the VAE in 2014, and it is widely
utilized in computer vision, natural language processing,
and other areas [20]. In terms of nonimage processing, Li
et al. realized anomaly detection of time series by using
VAE [21]. He et al realized the recognition of tumor sub-
types by using VAE [22]. All of these applications rely on
VAE's capacity for dimensionality reduction to help clas-
sification algorithms complete the task of differentiating
objects. Additionally, VAE and its capacity for data
enhancement cannot be disregarded.

We developed a new method to classify pathogens by
combining Raman spectroscopy with VAE and LSTM
(VAE-LSTM). We collected a large number of Raman
spectra of pathogens at the single-cell level and used
VAE to generate a large number of Raman spectra that
could not be distinguished from the real spectra, which
were used to train LSTM and generate classification
models. This method can greatly reduce the number of
Raman spectra collected. In addition, VAE and other
deep learning models are used jointly to improve the
accuracy of classification.

2 | MATERIALS AND METHODS
2.1 | Sample preparation

Staphylococcus aureus (S. aureus), Klebsiella pneumoniae
(K. pneumoniae), Pseudomonas aeruginosa (P. aeruginosa),
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Enterococcus faecalis (E. faecalis), and Escherichia coli
(E. coli) were five clinical pathogens used in this study,
with a total of 20 strains. All strains were obtained
from the First Affiliated Hospital of Chongqing Medi-
cal University. The bacteria culture was performed
according to the relevant standards of the American
Institute of Clinical and Laboratory Standards (CLSI,
2017). The sterilized inoculation rings were used to
pick the single strain of pure culture after isolation of
clinical specimens. Then the single strain was inocu-
lated on blood plate by sectional scribing method and
incubated at 37°C for 24 h. After bacterial passage for
two generations, the colonies were scraped with steril-
ized filter paper and placed in sterilized EP tube, then
stored at —80°C for later use.

We inoculated a ring of frozen strains onto a blood
culture plate and cultured them for 24 h at 35°C. Bacte-
rial suspensions with an OD600 of 1.0 (1.0 x 10® cells.
ml') were prepared. After washing with ultrapure
water, collect 1 ml of bacteria, dilute 100 times, shake
and mix well, and suck 2-5 pl of bacterial liquid was
added to the Raman chip (HOOKE Instruments Ltd.,
China), and air dried for use.

2.2 |
system

Raman spectrum acquisition

We used a confocal Raman spectrometer (HOOKE P300,
HOOKE Instruments Ltd., China) to measure the Raman
spectra of pathogens, and the instrument setup is shown
in Figure 1. The 532 nm laser (50 mW, 1 MHz) passes
through a 532 nm notch filter to filter out stray light and
then passes through a beam expansion system, in which
the diaphragm serves as a beam waist to limit its beam in
order to obtain a higher quality spot. Then the 532 nm
diphasic mirror is reflected into A 100x objective lens
(LMPIanFLN 100x, Olympus, Japan) to act on the sam-
ple. The excited Raman signal returns in the original way
and a 532 long-pass filter is used again to filter out
Rayleigh scattering and stray light. The spectrometer sys-
tem equipped with 1200 groove/mm grating was accessed
through confocal holes. The Schmidt aberration-free mir-
ror focuses the light onto the —70°C cooled CCD detector
(PIXIS 100 B, Princeton instruments, America) and
detects the Raman signal. The LED and camera consti-

tute the imaging system. Spectral resolution <2 cm ™.

2.3 | Raman spectroscopy acquisition

To reduce the effect of spectral noise, at least 200 single
cells from each strain were randomly selected for spectral

collection for each species. Each cell was timed for 5 s,
and the power under the objective was 5 mW.

2.4 | Data processing

The Raman spectrum acquisition equipment and envi-
ronment will reduce the signal-to-noise ratio of the
Raman spectrum, affecting the component analysis and
prediction results of the Raman spectrum. As a result,
the collected Raman spectra must be preprocessed. All
spectral data were processed in the following order: cos-
mic ray removal, baseline correction, and normalization.
To facilitate analysis, we intercepted data in the
400-2000 cm ™' spectral range, including the fingerprint
region, which reduced data volume while preserving
spectral features. We removed cosmic rays from the spec-
trum, corrected the baseline with the “Subbackmod”
function in Matlab's biodata toolbox, and normalized
with the “Mapminmax” function [23].

2.5 | Modification of models

In addition to the LSTM model, AlexNet and Residual
Neural Network (ResNet) model are also used to verify
the feasibility and accuracy of the combination of Raman
spectroscopy and deep learning model for pathogen clas-
sification. We fine-tuned the above model in order to bet-
ter apply these strategies to this experiment. We utilize a
one-dimensional convolution layer instead of a two-
dimensional convolution layer in the above model.

3 | RESULTS AND DISCUSSION

3.1 | Raman spectra of pathogenic
bacteria

To obtain the training data, we obtained the Raman spec-
tra of 20 groups (Figure 2). The results showed that the
Raman spectra of the five groups of pathogens had simi-
lar shape and peak intensity, and it was difficult to distin-
guish the pathogens by simple observation.

3.2 | Division of data sets

We used the 5-fold cross-validation method to verify the
classification model's ability to classify data and reduce
difficulties caused by improper dataset partitioning. First,
we divided each bacterium’s data into five aliquots to cre-
ate five datasets. Four groups are employed to train the
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line is the excited Raman signal

classification model, with one serving as test data. Four
sets of data were randomly split into two groups: 80% of
the data are used as training sets for training, and 20%
are used as verification sets for verification to prevent the
neural network from over fitting. The above training sets
are input to VAE to generate Raman spectra. For the
spectra generated by VAE, they were fused with the data
used for training (Figure 3). In the cross-validation pro-
cess, the accuracy of the five optimization models was
compared, and the classification model with the best
accuracy was selected among the five optimization
models. In order to better test the resulting model, we
retested each strain using 50 spectra of different days for
each strain as an independent test set. To validate the
robustness and clinical applicability of the model, we use

Diaphragm

—

Schmidt Focus Mirror

Filter

Laser @532nm

Expansion

Scheme of the single-cell Raman spectroscopy setup. The green line is the excitation light of the Raman signal, and the red

strains different from the training dataset for validation
as an independent test set.

3.3 | Raman spectrum recognition
framework and model structure based on
VAE-LSTM

The VAE-LSTM algorithm model consists of the VAE
module and the LSTM module. The VAE module is used
to generate Raman spectra, and the LSTM module is used
to classify Raman spectra.

Deep neural network-based auto encoder (AE) is a
model for lowering dimension and feature learning. After
training, input and output can be reconfigured [24]. VAE
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FIGURE 3 The process of 5-fold cross-validation. The green box is the test set, and the rest is used to train the model. Randomly select

1/5 of the remaining data sets as the verification set (pink box) and the rest as the training set (gray box). When combined with VAE
algorithm, the training set and the generated data (blue box) are fused as a new training set

is a variant of AE. Its primary purpose is to reconstruct
the data by discovering potential traits of the object used
as input, making the output and input as similar as possi-
ble. As shown in Figure 4A, the VAE module is made up
of an encoder and a decoder. The encoder is made up of

two fully connected layers. The encoder generates two
vectors from the spectrum, one representing the mean
and the other the standard deviation. These two statistics
then combine to form the hidden vector. The network
architecture of the decoder is diametrically opposed to
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FIGURE 4 Raman spectrum recognition framework and model structure based on VAE-LSTM. VAE-LSTM is composed of VAE
module and LSTM module. (A) VAE module is composed of encoder and decoder; (B) LSTM module consists of three layers

that of the encoder. The loss function of VAE is com-
posed of reconstruction error and Kullback Leibler
(KL) divergence. The batch size of VAE training is 16.

LSTM discards or adds information through the
“gate” to realize the function of forgetting or memory
[25]. The input gate selectively stores new information
into the memory cell, the forgetting gate selectively for-
gets the information in the memory cell, and the output
gate determines the memory cell's output value and
whether the memory cell operates on other neurons.

The LSTM structure we used is shown in Figure 4B and
consists of three layers. Raman spectrum data is used as
input data. According to the statistical feature bandwidth
information, an appropriate number of LSTM hidden layer
nodes are established to extract spectral feature informa-
tion. To prevent model overfitting, include dropout in the
connection layer and set the parameter to 0.5. Each layer
contains 200 neurons. Finally, the full connection layer

produces 16-Dimensional output. In order to thoroughly
explore the characteristics of the entire Raman spectrum
and to solve the pathogen classification problem using the
Raman spectrum, the data before and after the Raman
spectrum were thoroughly learned by the LSTM unit.

The activation function makes use of ReLU. Use the
cross entropy loss function to calculate the loss value.
ADAM optimizer [26] was used to train the network,
using the following parameters: the learning rate at
0.0001; exponential decay rates at f_1 = 0.5 and
B_2=0.999.

3.4 | Data generation of VAE

We compared the signal-to-noise ratio of the real spec-
trum and the generated spectrum (Figure 5A) and found
that the signal-to-noise ratio was improved. Using
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FIGURE 5 (A) Signal-to-noise ratio box plots of the original and generated spectra of each pathogen; (B) classification of K. Pneumoniae real
spectrum and generated spectrum by KNN algorithm; (C) dimensionality reduction results of PCA; (D) dimensionality reduction results of t-SNE

K. pneumoniae as an example, we use K-Nearest-
Neighbors (KNN) to classify the real spectrum and the
generated spectrum (Figure 5B), and the results show that
it is difficult to distinguish between the two. Simulta-
neously, we used PCA dimension reduction and
t-distributed stochastic neighbor embedding (t-SNE)
dimension reduction to better compare the difference
between the real spectrum and the generated spectrum.
The results show that the distributions of the real spectrum
and the generated spectrum are very similar (Figure 5C,D).
Other bacteria's results are shown in Figure S1.

3.5 | VAE-LSTM taxonomic model
identifies microbial species with high
accuracy

We used the trained VAE-LSTM classification model to
identify the species of each microbial cell based on the
flora in the test data set. The trained VAE-LSTM

classification model predicts each branch group in the
test data set and assigns it to a species category. Our
VAE-LSTM classification model was used to identify dif-
ferent microbial species with an average accuracy of
96.9%. As seen in Figure 6A, bacteria E. coli 1, E. faecalis
2, E. faecalis 3, E. faecalis 4, P. aeruginosa 1, P. aeruginosa
3, P. aeruginosa 4 and K. pneumoniae have classification
accuracy of 100%. The classification accuracy of
P. aeruginosa 2, S. aureus 1, S. aureus 3 and S. aureus
4 exceeded 97%. However, the classification accuracy of
bacteria E. faecalis is only 77.5%, which is the lowest in
the classification. The classification accuracy at the spe-
cies level exceeded 98.8%, E. faecalis and K. pneumoniae
have classification accuracy of 100%. P. aeruginosa and
S. aureus have classification accuracy of 99%. For E. coli,
the identifying accuracy through the VAE-LSTM model
is 95%. The model incorrectly identified 5% of E. coli as
S. aureus.

The specificity and sensitivity of the five species clas-
sifications were evaluated in a 5-fold cross-validation
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using receiver operating characteristic (ROC) curves
(Figure S2). The five strains’ average area under curve
(AUC) values were all higher than 0.98, demonstrating
the high specificity and sensitivity of our classification
model for categorizing various microbial species.

To verify the robustness and applicability of the pre-
sent model in clinical samples, we verified the accuracy
of the model with strains different from the training sam-
ples. The confusion matrix is shown in Figure 6C, and
the accuracy of E. coli, E. faecalis, and P. aeruginosa all
reached 100%.The accuracy of S. aureus was 80%, of
which 15% were incorrectly identified as E. coli.

In comparison, we forecast the characteristics of sin-
gle cells using deep learning and other widely used anal-
ysis methods. The accuracy ratings for AlexNet, ResNet
and LSTM predictions made using the original spectral
data were 88.7%, 87.7%, and 94.2%, respectively. We
plotted the pathogen confusion matrix using the above
classification model (see Figure S3). Furthermore, when
VAE was combined with AlexNet and ResNet to classify
pathogens, the classification accuracy increased to
90.1% and 90.7%, respectively (Figure S4). At the same
time, we used common machine learning classification
methods KNN and LDA to classify pathogens, and the

classification accuracy was 77.9% and 91.9%, respec-
tively (Figure S5).

These findings suggest that Raman spectroscopy in
conjunction with VAE and LSTM is a reliable method for
accurately identifying different microorganisms at the
single-cell level.

4 | CONCLUSIONS
We propose a brand-new method for identifying patho-
gens that combines Raman spectroscopy, VAE, and
LSTM. Compared with several widely used deep learning
classification techniques, the results show that the combi-
nation of VAE and LSTM can improve the accuracy of
bacterial prediction. Classifying single-cell Raman spectra
with VAE and LSTM is quick, effective, and accurate.
Raman spectroscopy is a technology that, in contrast
to other culture-free approaches (such as fluorescence
labeling, magnetic labeling, single-cell sequencing, etc.),
can identify bacteria without the need for specialized
label creation and is straightforward to adapt to other
samples. With just slight adjustments from its use in
pathogen identification, our method can be adapted to
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other spectroscopic techniques (such as mass spectrome-
try and infrared spectroscopy) and material identification
issues. In the future, we will continue to develop new
algorithms to improve the spectral generation speed and
accuracy as well as classification accuracy, and combine
them with sorting techniques (such as optical tweezers
technology, laser induced forward transfer technology) to
identify and sort single cells.

Every cell in the patient sample may be swiftly identi-
fied using the technique we developed by fusing Raman
spectroscopy with VAE and LSTM, significantly lowering
the amount of samples required for classification model
development. With such technology, bacterial illnesses
might be accurately and specifically treated within hours,
cutting down on healthcare expenditures and the overuse
of antibiotics while also preventing the development of
antibiotic resistance.
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