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Currently, an off-axis reflective optical system is designed always from a coaxial initial system, and good imaging
performance depends heavily on the choice of good initial configurations. This paper first establishes an imaging-
performance evaluation function of the off-axis initial configuration based on nodal aberration theory and Seidel
aberration theory. An automatic optimization method of the off-axis initial configuration using the global simu-
lated annealing algorithm is proposed. Two design examples of off-axis three-mirror reflective optical systems are
used to demonstrate the effectiveness and simplicity based on the initial configuration design method. Example 1: a
series of optical systems with a large 10◦ × 3◦ field of view (FOV) is quickly and simply implemented using simple
surfaces, and the optical systems exhibit perfect imaging quality. Example 2: starting from the good automatic
initial configurations, two larger 20◦ × 3◦ FOV optical systems with focal lengths of 500 mm and f -numbers of
five are designed, resulting in good imaging performance and providing a valuable design reference. © 2022 Optica

Publishing Group

https://doi.org/10.1364/AO.457092

1. INTRODUCTION

Reflective optical systems are applied for various fields such as
astronomical telescopes, optical remote sensing, lithography,
microscopy, thermal imaging systems, etc. These applications
come from the merits of high imaging performance, good
thermal performance, no chromatic aberration, wide observa-
tion spectrum range, compact volume, etc. [1–7]. Reflective
optical systems are generally designed by creating a suitable
initial system and then optimizing it with optical design soft-
ware. Especially, a good initial configuration is crucial, which
determines the ease of subsequent optimization [8–10].

With the rapid development of processing and inspection
technology, reflective optical systems are developing toward
large apertures, long focal lengths, and large fields of view
(FOV); however, simple spherical and aspheric surfaces have low
degrees of design freedom, and it is difficult to achieve higher
design requirements while also correcting the unconventional
aberrations induced by breaking of the rotational symmetry. To
overcome these problems, freeform optical surfaces, which can
be characterized as non-rotationally symmetric surfaces, have
been introduced into optical design and have been used success-
fully in several areas. These surfaces can correct the aberrations
that occur in non-rotationally symmetric systems well and thus

help to achieve better imaging performance, improved system
parameters, more compact system configuration, and fewer
elements [11–15]. However, there are certain difficulties in
engineering implementation. Optical systems with large FOVs
are very valuable in using simple surfaces while maintaining a
compact volume, which is closely related to the design method
of the optical system.

Various optical system design methods have emerged.
More and more methods focus on automatic design and the
complexity of the design. At the same time, relative optimiza-
tion algorithms have emerged, such as the genetic algorithm
(GA) [16,17], particle swarm algorithm (PSA) [18], simu-
lated annealing algorithm (SA) [19], and deep learning [20].
However, comparing the traditional damped-least-squares
(DLS) method, the SA method as a global optimization algo-
rithm is better at solving the possible local minimum problem
for calculation of the evaluation function. In this paper, the SA
can be realized to optimize initial structures. Although these
above-mentioned methods can obtain imaging quality very
well by a simple design process, they often ignore the issues of
surface complexity and corresponding processing difficulty,
and manufacturing costs are getting higher as using more free-
form. Therefore, the use of simpler surfaces to achieve image
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quality requirements to save manufacturing costs, through the
complete system design process in this paper, helps reduce the
difficulty and cost of optical system construction. It is an impor-
tant reference value for the development of aerospace optical
payloads.

This paper investigates an automatic initial configuration
design method based on nodal aberration theory (NAT) and
Seidel aberration theory (SAT) for the large FOV reflective
optical system. The contributions can be summarized as follows:
first, pupil off-axis NAT is derived by introducing the off-axis
parameters and combining NAT with SAT to establish the
evaluation function of imaging performance. Here, the relation-
ship between off-axis primary aberration and initial structure
parameters is linked. The pupil off-axis coefficients are rewrit-
ten and transform the vector into scalar values for evaluation
function calculation. Second, the evaluation function is estab-
lished based on the rewritten off-axis aberration coefficients
and relative constraints, and the weight assigned to each aber-
ration coefficient is adjusted according to the actual algorithm
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simulated results. Third, a global SA is used to calculate the
evaluation function and get the optimal solutions given the
boundaries of the nonlinear system structure variables. These
initial parameters can be output by Python and easily get access
with ZOS-API in Zemax. The success rate of SA is investi-
gated by the first 10 trials in pursuing effective optimization.
Finally, two design examples are simulated for demonstrating
the feasibility of the initial configuration automatic design
method. Example 1: a series of off-axis reflective optical systems
with a 10◦ × 3◦ FOV is designed by using the automatic ini-
tial configuration design method. The surfaces of these large
10◦ × 3◦ FOV reflective systems are all simple aspherical, and
they need only one step of optical software optimization to
obtain it, which solves the possibility of getting stuck in locally
optimal solutions. Example 2: from the perfect automatic initial
configurations, two 20◦ × 3◦ FOV off-axis reflective optical sys-
tems are achieved with simple surfaces. The purpose is further
to prove the flexibility and simplicity of the theory and design
method. These systems supply good references for the design of
other kinds of reflective systems.

2. OFF-AXIS REFLECTIVE OPTICAL SYSTEM
DESIGN METHOD

A. Pupil Off-Axis Nodal Aberration Theory

NAT is already a very well-established theory to describe the pri-
mary aberrations of rotationally symmetric optical systems. The
symmetry NAT was earlier derived from the scalar to the vector
expression, and the primary wave aberration is shown as [21]

W=W040( Eρ · Eρ)
2
+W131( EH · Eρ)( Eρ · Eρ)+W222( EH · Eρ)2

· · · +W220( EH · EH)( Eρ · Eρ)+W311( EH · EH)( EH · Eρ),
(1)

Fig. 1. Schematic representation of off-axis pupil.

where W040, W131, W222, W220, and W311 are the primary wave
aberration coefficients of a coaxial optical system, EH is the nor-
malized field vector, and Eρ is the normalized aperture vector.

Therefore, the primary wave aberration of coaxial optical sys-
tems can be summarized as

where j is the optical surface order, and−→ρ1 is a coaxial normal-
ized aperture vector modified to distinguish the off-axis−→ρ2 .

For off-axis optical systems, the lack of a common rotation-
ally symmetric axis makes the configuration more complicated
than conventional coaxial ones because of the emerging off-axis
aberration. To adress this difficulty, two important pupil off-axis
parameters are introduced including the pupil off-center vec-

tor
−→
P1 and pupil scaling parameter M, which easily show the

difference between pupil off axis and on axis. The pupil off-axis
principle shown in Fig. 1, and the relationship after adding the
off-axis parameters can be described as

M =
R2

R1
,
−→
P2 =

−→
P1

R1
,−→ρ1 =Mρ2 +

−→
P2, (3)

where R1 and R2 are the apertures radius of before and after
pupil descent, respectively.

Then, the pupil off-axis NAT is derived by adding the off-axis
parameters; it is worth noting that the operations need to satisfy
the following rules:

2( EA · EB)( EA · EC)= ( EA · EA)( EB · EC)+ EA2
·
−→
BC , (4)

EA ·
−→
BC = EA EB∗ · EC . (5)

Therefore, the pupil off-axis NAT can be derived from the
symmetry NAT for several optical surfaces as
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For the pupil off-axis NAT, the wave aberration coefficients
are still the same as the coaxial system, which can be related to
Seidel primary aberration coefficients. Because the off-axis NAT
is derived by adding only characteristic parameters, the coaxial
aberration coefficients are used for the off-axis NAT coefficients.
The relationship between off-axis NAT and SAT is established
in the following section, and an imaging performance evalu-
ation function with initial optical configuration parameters as
variables is also generated.

B. Establishing Evaluation Function Combining
Seidel Aberration Theory

For the symmetric coaxial optical system, SAT is often useful
to calculate the initial structures; however, it is still difficult to
get good imaging performance by enlarging the FOV step by
step using DLS. This method can be achieved based on rich
experiments in optical design and has a very high possibility to
be trapped in a local minimum. Thus, this paper concentrates
on establishing an evaluation function related to the primary
off-axis aberration coefficients and investigates a relationship
between aberration and configuration parameters, which is
a basis for further global optimization. NAT is linked to SAT
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analysis from the relationship between the primary wave aber-
ration coefficients and geometric aberration coefficients. The
relationship between primary wave aberration coefficients and
Seidel aberration coefficients is [14]
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where SI j , SII j , SIII j , SIV j , and SV j are the third-order Seidel
aberration coefficients of spherical, coma, astigmatism, field
curvature, and distortion, respectively.

The theory is applicable to off-axis two-mirror, three-mirror,
and four-mirror reflective optical systems. In this paper, the off-
axis three-mirror optical system is designed for demonstrating
the feasibility of the theory. The paraxial axis approximation
for geometrical optics has been very widely applied [22], and
the derivation of the three-mirror reflective optical system has
been confirmed [16], so a detailed derivation is not carried out
in this paper. In this paper, a three-mirror off-axis optical system
can be realized to demonstrate the whole idea and method. The
three-mirror system is composed of three mirrors: a primary
mirror (PM), secondary mirror (SM), and tertiary mirror (TM).
The third-order Seidel aberration coefficients are given by the
following expressions [22]:
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where α1 and α2 are obscure ratios of PM to SM, and SM to
TM, respectively, β1 and β2 are the magnification of PM to SM,
and SM to TM, respectively, and k1, k2, k3 are the aspherical
conic coefficients of the PM, SM, and TM, respectively.

The NAT coefficients of the vector are scalar, and the
operation relationship of the parameters is provided for sub-
sequent optimization. Considering the good imaging from the
minimum aberration, the evaluation function of imaging per-
formance is based on the minimum values of primary aberration
and constraints. To make the evaluation function more explicit,
the five new aberration coefficients are rewritten by Fspherical,
Fcoma, Fastigmatism, Fcurvature, and Fdistortion as
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The primary aberration coefficients combined with the
constraints are integrated in the imaging quality evaluation
function as

F (α1, α2, β1, β2, k1, k2, k3)

=µ1 · Fspherical +µ2 · Fcoma +µ3 · Fastigmatism

+µ4 · Fcurvature +µ5 · Fdistortion +µ6 · Fconstraints, (10)

whereµ1,µ2,µ3,µ4,µ5, andµ6 are the weights of each relative
primary aberration coefficient and constraint. For a reflective
optical system, the size depends on the distance of the mirrors;
when the distance is nearly the same, the configuration is com-
pact, which is from geography calculation. The distance of
mirrors can be expressed by the structure parameters [23], and a
constraint for the compact configuration as a differential of the
mirror distance is

Fconstraints =
(1− a1)+ a1β1(1− a2)

β1β2
. (11)

For the different FOVs, the single FOV optimum cannot
achieve the imaging evaluation under full FOV. To simplify the
calculation of the algorithm, the discrete evaluation function is
expressed as

F=
1

m · n

m∑
i=1

n∑
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F
(
−−→
Hmn

)
, (12)

where m and n are as the FOV positions of x and y direction,
respectively. In this paper, the only FOV in y direction is

optimized from a large number of simulation calculations. The
aberrations of several FOVs are optimized, which can improve
the image quality of a small surrounding area, without the need
for many FOV calculations, and this sampling method also saves
computing time. Besides the important minimized primary
aberration, some constraints should be considered and added to
the evaluation function to reduce the re-optimization in the later
stage, such as the volume, obscuration, PM–TM integrated, and
so on.

Now the completed imaging performance evaluation func-
tion has been achieved, and the further key is to calculate the
good initial parameters in an optimal evaluation function,
which will be discussed in detail in the next section.

C. Initial Configuration Based on Simulated
Annealing Algorithm

After the evaluation function is established, the algorithm is also
crucial for calculating the optimal solution of the evaluation
function. Here the global SA provides the possibility for nonlin-
ear programming problems with continuous-discrete variables.
The structure parameters α1, α2, β1, β2, k1, k2, k3 show the
nonlinear relationship that meets the requirement of the SA.
SA technology (see Fig. 2, right) is very simple to program and
calculate the evaluation function.

The basic operation of the algorithm is divided into the
following four steps [24].

Step 1. The initial temperature T0 = 100◦C and a series
of feasible trial points α1(0), α2(0), β1(0), β2(0), k1(0),
k2(0), and k3(0) are input. The boundary constraints of seven
unknown points are chosen for computing evaluation function
Fi = F (α1(i), α2(i), β1(i), β2(i), k1(i), k2(i), k3(i)). An
integer L(L = 20) is selected thast is a limit on the number of
trials to reach the expected minimum evaluation function value.
Two iteration counters as K = 0 and another counter i = 1 are
initialized.

Step 2. New variables α1(i), α2(i), β1(i), β2(i), k1(i), k2(i),
and k3(i) randomly generate in a neighborhood of the current
points. If the points are infeasible, generate another random
point until feasibility is satisfied. Fi and1F = F0 − Fi .

Step 3. If 1F < 0, the variables α1(i), α2(i), β1(i), β2(i),
k1(i), k2(i), and k3(i) are taken as the new best points for the
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Fig. 2. Flowchart of traditional design method (left) and proposed SA technique (right).

function; F0 = Fi , and go to the next step. Otherwise, the
probability density function is calculated as

p(1F )= exp

(
1F
TK

)
. (13)

A random number s (0 < s < 1) uniformly is generated. If
s < p(1F ), variables α1(i), α2(i), β1(i), β2(i), k1(i), k2(i),
and k3(i) are taken as the new best points, and go to the next
step. Otherwise, return to step 2.

Step 4. If i < 20, i = i + 1 is operated and go to step 2. If
Richmond Technologies or any of the stopping criteria are satis-
fied, the iteration process will stop. Otherwise, set K = K + 1,
i = 1, TK = r TK−1, r < 1, and repeat to step 2.

In this paper, the optimization program is achieved by
Python, and the initial configuration display is obtained by
accessing ZOS-API in Zemax. According to the calculation
of the four steps, the running program will produce the nine
initial parameters that obtain curvature radii R1, R2, and R3

of M1, M2, and M3, respectively; thicknesses d1, d2, and d3

of M1 to M2, M2 to M3, and M3 to image plane, respectively;
conic values k1, k2, and k3 of M1, M2, and M3, respectively.
A series of the three-mirror reflective system is designed using
the SA, which has a focal length 500 mm, f -number 5, and
linear FOV 3◦. After optimization by the SA, the linear FOVs
in y -axis initial structures (see Fig. 3) are simulated easily, which
shows quick optimization, good evaluation function, and
good initial configurations. It is worth noting that the effec-
tive parameter boundary needs to be determined in Table 1.

Actually, considering unobstructed and 3◦ in y -axis linear
FOVs, the aberrations of linear FOVs are optimized, which
can improve the image quality of a small surrounding area,
without the need for too much FOV calculations, and sampling
is divided into five y -axis equal FOV points, which also saves
computing time. The pupil scaling parameter M = 0.25, and

pupil off-center vector
−→
P1 = (0, 75), so

−→
P2 = (0, 1.25), and

the weights [µ1, µ2, µ3, µ4, µ5, µ6] = [1, 1, 1, 1, 1, 0]
(simulations 1 and 2 without Fconstraints). Next, we try to
change the parameters a little for a compact configuration,
[µ1, µ2, µ3, µ4, µ5, µ6] = [1, 1, 1, 1, 1, 1] (simulation 3
with Fconstraints). Finally, the weight µ6 of constraints continues
to be increased, [µ1, µ2, µ3, µ4, µ5, µ6] = [1, 1, 1, 1, 1, 2]
(simulation 4 with Fconstraints).

A result that also needs attention is the success rate of the
algorithm, which is important to show the effectiveness of these
simulations. In the experiments, 20 trials are set to run for opti-
mization. To test the success rate of the calculation of the initial
parameters, the first 10 independent trials were performed
for the simulations. The optimization process is regarded as
unsuccessful if it fails to either obtain the target initial structure
or output a large evaluation function value in the first 10 trials.
Initial temperatures set for all variables in SA are 100oC. The
evaluation function iteration calculation process of the first 10
trials is illustrated in Figs. 4(a)–4(d), in which all the trials suc-
ceed. The success rate of optimization is 100% for the four linear
FOV optical systems. This shows the merits of a multi-round
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Fig. 3. Initial configuration, iteration process, and imaging performance with a 3◦ y -axis linear FOV. (a) Simulation 1 (6◦–9◦ FOV), (b) simula-
tion 2 (4◦–7◦ FOV), (c) simulation 3 (5◦–8◦ FOV), and (d) simulation 4 (4◦–7◦ FOV). (1) Iteration process, (2) 3D optical system layouts and spot
diagrams, and (3) modulation transfer function curves.

strategy in dealing with stagnation. The values of the evaluation

function are 0.01217 (simulation 1), 0.013 (simulation 2),

0.014 (simulation 3), and 0.010837 (simulation 4), which are

all finished in 10 trials. Here the criterion for judging the success

of optimization is that the value of the evaluation function

arrives at a very little value, and the initial configuration is ideal

as the four configurations in Fig. 3 show.

3. OFF-AXIS LARGE FOV REFLECTIVE OPTICAL
SYSTEM DESIGN EXAMPLES

A. Comparison and Analysis with the Traditional
Method

There are various design methods for off-axis reflective optical

systems, and a large number of them use solving the coaxial

three-mirror reflective initial structure parameters, based on
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Table 1. Boundary Values and Solutions of Three-Mirror Initial Parameters
a

Parameters Lower Limits Upper Limits Solution 1 Solution 2 Solution 3 Solution 4

α1 0.1 0.5 0.4186 0.4006 0.591 0.5855
α2 0.5 1.0 0.9985 0.9973 0.999 0.999
β1 (103) −1.5 −0.5 −0.7985 −0.5615 −0.6795 −0.7443
β2 (10−3) −1.5 −0.5 −1.30 −1.47 −1.07 −0.75
k1 −5 5 −1.368 −1.273 −1.349 −1.370
k2 −5 5 0.174 0.333 0.566 0.853
k3 −5 5 0.198 0.204 0.208 0.210
R1 (mm) — — −1035.766 −1127.333 −1209.809 −1355.444
R2 (mm) — — −368.545 −290.262 −357.264 −388.934
R3 (mm) — — −564.624 −388.267 −503.847 −541.080
d1 (mm) — — −264.359 −367.453 −342.602 −370.414
d2 (mm) — — 358.784 258.455 342.607 372.898
d3 (mm) — — −384.756 −254.744 −349.454 −386.344

aSolutions 1 to 4 correspond to simulations 1 to 4, respectively.

Fig. 4. Evaluation function of the 10 trials during the automatic optimization for the four simulations. (a) Simulation 1, (b) simulation 2, (c) sim-
ulation 3, and (d) simulation 4.

which the off-axis FOV is used to achieve an off-axis optical
design. This section analyzes the advantages of the method in
this paper by comparing it with traditional design methods (see
Fig. 2, left) for the same optical system as abo ve.

According to the traditional method [23], the system can
be obtained from a good coaxial three-mirror initial design.
Generally, the initial configurations need to consider the three
primary Seidel aberrations; other aberration will be balanced

by further optimization. Seidel aberrations SI j , SII j , SIII j are
required to be nearly zero, which means reducing primary
aberrations as much as possible. Structure parameters can be
calculated after adding restrictions such as size, magnification,
obscure ratios, and conic values. The 3◦ y -axis linear FOV sys-
tem is an example for comparison among the four simulations
and traditional methods. The wavefront error (WFE) root mean
square (RMS) values (illustrated in Fig. 5) indicate that the
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Fig. 5. Wavefront error RMS versus fields of view from different
comparisons.

imaging performance of the four simulations are better than
the traditional method. When the FOV is zero, all the imaging
performances are good, but the WFE of the traditional method
increases greatly with the increase in FOVs. The traditional
design method pays more attention to further optimization
by optical design software. The automated initial linear FOV
configurations have obvious advantages in imaging, and the sub-
sequent design examples of the large FOV optical system further
confirm the excellence of the automatic initial configuration.

In the overall design process, the traditional design method
relies more on optical design software and merit function. For a
small linear FOV system, regardless of the design method, good
imaging quality can be achieved very well. However, as the FOV
expands, the conventional method appears to be more strained
in the optimization process, stemming from the fact that the
coaxial optimal initial configuration does not determine the
optimal off-axis initial configuration to be generated.

B. Example 1: Large FOV 10◦
× 3◦ Reflective Optical

Design

Considering the engineering values, the large linear FOV system
is applied widely, and is relatively simple to manufacture, meas-
ure, and assemble. One kind of optical system with focal length
500 mm, f -number five, and full FOV 10◦ × 3◦ is designed
(seen in Table 2). After automatic initial linear FOV configu-
ration calculation and one-step optimization by adding fourth
and sixth coefficients of an even aspheric on the TM, the fol-
lowing systems can be achieved, and the detailed configuration
parameters are listed in Table 3 and illustrated in Fig. 6. They
correspond to the optical system of the linear 3◦ FOV.

These three-mirror reflective systems provide the option
to use according to the requirements. The systems include
two simple aspherical mirrors and an even aspherical mirror.
The spot diagrams are good in the diffraction limit, and the
modulation transfer function (MTF) values are also better than
or nearly 0.6 at 100 lp/mm. After the iteration, the very good
convergence values and imaging performance of each system
mutually prove the effectiveness and rapidity of the algorithm.

Table 2. Specifications of the Three-Mirror Optical
System

Parameter Value

Focal length 500 mm
F -number 5
Full field of view 10◦ × 3◦

Distortion ≤ 1%
MTF (50l p/mm) ≥ 0.5

Table 3. Configurations of the Optical System

Surface
Type

Radius
(mm)

Thickness
(mm) Conic

Simulation 1 PM Standard −1063.408−256.016 −0.974
SM Standard −377.945 353.503 0.082
TM Even

aspherical
−575.322 −411.909 0.179

Simulation 2 PM Standard −1169.423−369.190 −1.306
SM Standard −309.513 276.542 0.383
TM Even

aspherical
−414.969 −277.177 0.154

Simulation 3 PM Standard −1160.589−313.569 −1.307
SM Standard −372.971 380.814 0.475
TM Even

aspherical
−541.317 −371.054 0.401

Simulation 4 PM Standard −1355.445−369.619 −1.366
SM Standard −391.172 374.889 0.857
TM Even

aspherical
−542.563 −386.456 0.229

C. Example 2: Large FOV 20◦
× 3◦ Reflective Optical

Design

Since the design of a series of a large FOV optical systems
in example 1 uses simple aspheric surfaces, it shows that the
automated initial structure is simple to achieve for design-
ing a 10◦ × 3◦ reflective optical system with simple surfaces.
However, the imaging performance of the system cannot arrive
at the requirements when the FOV is expanded further. It
causes more aberrations from the FOV and pupil. Example 2
is to demonstrate the practicality of progressively expanding
the FOV based on the automatic initial configurations. Here,
a large FOV 10◦ × 3◦ off-axis reflective system based on the
above-mentioned linear FOV structures (simulations 3 and 4)
is selected for design. For the larger FOV 20◦ × 3◦, the image
quality is guaranteed under the condition that the size remains
unchanged or compressed, and high-order coefficients from
fourth to 10th are added on PM as variables for good imaging
performance. The configuration parameters of the 20◦ × 3◦

FOV off-axis three-mirror optical system are summarized in
Table 4.

The optical systems of Figs. 7(a) and 7(b) are originated
from the initial configurations, simulations 3 and 4 [shown in
Figs. 5(c) and 5(d)], respectively. Considering the engineering
value of the optical system, simple optical surfaces are applied
for the design, and imaging evaluation can be obtained from
Fig. 7. The spot diagrams [seen in Figs. 6(2)] show that the
imaging is nearly diffraction limited, and MTF values are nearly
0.4 or larger than 0.4 at 100 lp/mm, which means good imaging
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Fig. 6. Configurations and imaging performance. (a) Simulation 1, (b) simulation 2, (c) simulation 3, and (d) simulation 4. (1) 3D optical system
layouts, (2) spot diagrams, and (3) modulation transfer function curves.
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Table 4. Configuration Parameters of the 20◦
× 3◦ FOV Off-Axis Three-Mirror Optical System

High-Order Term

Surface Type Radius (mm) Thickness (mm) Conic 4th 6th 8th 10th

System 1 PM Standard −1,188.681 −310.676 −1.408
SM Standard −386.268 381.038 0.439 — — — —
TM Even aspherical −557.822 −389.000 0.519 2.31e-10 7.16e-16 7.74e-21 −9.34e-28

System 2 PM Standard −1,361.279 −365.846 −1.441
SM Standard −396.729 369.734 0.800 — — — —
TM Even aspherical −545.940 −390.734 0.720 3.96e-10 1.62e-15 1.20e-20 4.11e-26

Fig. 7. Configurations and imaging performance with a 20◦ × 3◦ FOV from the initial configurations. (a) Simulation 3 and (b) simulation 4. (1)
3D optical system layouts, (2) spot diagrams, and (3) modulation transfer function curves.

performance. Because the FOV is too large, this example uses
a multi-configuration for full-field optimization, solving the
problem of poor imaging quality in the intermediate FOV. The
design idea of gradually expanding the FOV from an excellent
initial configuration is further confirmed, providing an effec-
tive and simple design basis for the design of freeform optical
systems and eccentric tilted systems with very large FOVs.

4. CONCLUSION

Various initial configuration design methods and freeform
reflective system automatic designs have been proposed.
However, some design requirements such as the easier the design
method, the better the imaging performance, less manufactur-
ing expense, simpler surfaces, and compact volume often are

ignored, or it is difficult to achieve a balance. This paper pro-
posed a simple automatic initial configuration design method.
First, the NAT of the off-axis pupil is derived and analyzed by
introducing off-axis parameters. Second, by establishing the
coefficient relationship of the primary aberrations between
the NAT and the primary SAT, the relationship equations
between the aberration coefficients and the parameters of the
initial structures are deduced, and the imaging-performance
evaluation function of the optical system is constructed. Then,
the SA technique is used to optimize the evaluation function
globally and output the optimal initial structural parameters.
Third, linear FOV optical systems are automatically designed
by calculation of the evaluation function, which has perfect
imaging performance, and the iteration process is analyzed to
evaluate the success rate of the algorithm. The 10 trials show
good convergence, and the success rate of the process for these
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system simulations is 100%. Finally, two examples of large FOV
reflective optical systems with simple surfaces are designed and
have good imaging performance. The design idea is universal to
this type of large FOV reflective system, and future research can
be carried out on this basis to realize freeform optical reflective
systems designed with a very large FOV.
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