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ABSTRACT: Noise significantly limits the accuracy and stability of retrieving gas
concentration with the traditional direct absorption spectroscopy (DAS). Here, we
developed an adaptively optimized gas analysis model (AOGAM) composed of a
neural sequence filter (NSF) and a neural concentration retriever (NCR) based on
deep learning algorithms for extraction of methane absorption information from
the noisy transmission spectra and obtaining the corresponding concentrations
from the denoised spectra. The model was trained on two data sets, including a
computationally generated one and the experimental one. We have applied this
model for retrieving methane concentration from its transmission spectra in the
near-infrared (NIR) region. The NSF was implemented through an encoder−
decoder structure enhanced by the attention mechanism, improving robustness
under noisy conditions. Further, the NCR was employed based on a combination
of a principal component analysis (PCA) layer, which focuses the algorithm on the
most significant spectral components, and a fully connected layer for solving the nonlinear inversion problem of the determination of
methane concentration from the denoised spectra without manual computation. Evaluation results show that the proposed NSF
outperforms widely used digital filters as well as the state-of-the-art filtering algorithms, improving the signal-to-noise ratio by 7.3 dB,
and the concentrations determined with the NCR are more accurate than those determined with the traditional DAS method. With
the AOGAM enhancement, the optimized methane sensor features precision and stability in real-time measurements and achieves
the minimum detectable column density of 1.40 ppm·m (1σ). The promising results of the present study demonstrate that the
combination of deep learning and absorption spectroscopy provides a more effective, accurate, and stable solution for a gas
monitoring system.

1. INTRODUCTION

Methane is an explosive and dangerous gas, which is often
considered as target gas in applications of coal mine safety and
natural gas pipeline leakage monitoring.1−3 Meanwhile,
methane is the second most important greenhouse gas, and
its concentration has been increasing over the years with
anthropogenic activities, whose subsequent effects such as
climate change and temperature variability pose a threat to
human survival.4 Therefore, the test set’s demand for methane
sensors with high stability and sensitivity is gradually
increasing. At present, methane sensors based on absorption
spectroscopy are widely employed because of their high
sensitivity, good selectivity, resistance to electromagnetic
interference, long life, and contact-free measurements.5−7

Several high-sensitivity gas detection techniques based on
absorption spectroscopy have become mature, such as cavity-
enhanced absorption spectroscopy (CEAS),8 cavity ring-down
spectroscopy (CRDS),9 Fourier transform infrared (FTIR)
spectroscopy,10 photoacoustic spectroscopy (PAS),11 quartz-
enhanced photoacoustic spectroscopy (QEPAS),12−14 light-
induced thermoelastic spectroscopy (LITES),15 vernier

frequency comb spectroscopies,16 and so on. However, the
stability and sensitivity of these techniques are greatly affected
by factors such as temperature, humidity, vibration, and noise
in harsh environments. In contrast, the tunable diode laser
absorption spectroscopy (TDLAS)17 technique has higher
robustness to various natural factors. The TDLAS technique
can be divided into direct absorption spectroscopy (DAS)18

and wavelength modulation spectroscopy (WMS).19 The
WMS is often used in trace gas detection since by increasing
the detection frequency it is possible to greatly reduce low-
frequency noise (1/f noise) and improve detection sensitivity.
However, high cost, relatively complex system, and nonlinear
detection at higher concentration levels are also its intrinsic
problems. As a calibration-free detection technique, the DAS
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can directly obtain the concentration of absorbed gas by fitting
the absorbance curves. The DAS is the most popular technique
in methane detection applications with the advantages of easy
miniaturization, low cost, and the ability of full-range
concentration measurements.
The main factor restricting the sensitivity and stability of the

DAS technique is the various noises contained in the sensor
system, including thermal noise (Gaussian white noise), shot
noise, interference fringe noise, flicker (1/f) noise, and so
on.20,21 At present, software-based filtering technology is
extensively used because of its simple implementation and low
cost. The filtering algorithms often used by researchers include
Savitzky−Golay (SG) filtering algorithm,22,23 Kalman filtering
(KF) algorithm,24,25 and the dual-optimized back-propagation
adaptive Kalman filtering (BP-KF) algorithm.26,27 In addition,
in chemometrics, the orthogonal signal correction (OSC) and
its variants are also used as preprocessing tools to remove
systematic noise such as baseline variation and multiplicative
scatter effects, in particular, the direct orthogonal signal
correction (DOSC) is widely used.28 The core idea of SG
filtering is to filter the data in the window by weighting.
However, it is particularly dependent on stable innovation or
residual sequences. Thus, the variation of noise intensity in the
data window will result in biased estimation.23 The KF
memorizes all past information, inferring the result by iteration,
and is easily affected by time-varying noise, resulting in
deviation of predictions.29 Although BP-KF is designed to
correct the erratic state values in nonlinear systems through
neural networks, it is still challenging to evaluate the accurate
noise covariance in dynamic detection, and the present model
does not provide a good solution.26 The basic idea of OSC is
to filter out the information not related to the property Y to be
measured in the original spectral matrix X by means of
mathematical orthogonality, but the extremely low signal-to-
noise ratio (SNR) or nonorthogonal noise will lead to
degradation of the filtering effect. On the other hand, the
capability of artificial neural networks to expressively represent
complex data inspired us to readdress its application in solving
filtering problems. Recurrent neural networks (RNNs), such as
long short-term memory (LSTM)30 and gated recurrent units
(GRUs),31 as deep learning models specialized in processing
sequential data, have performed well in the fields of optical
wireless communication32,33 and optical sensing measure-
ments34,35 in recent years. Benefiting from the ability to
automatically extract information from data through computa-
tional and statistical methods, deep learning is gradually
becoming a promising research direction of data filtering in
absorption spectroscopy.36−38

Another factor restricting the detection accuracy of DAS is
the lack of an adequate absorption model. The current
concentration retrieval method in absorption spectroscopy
relies on employing the Voigt profile to fit the absorbance
curve. However, it has been proven that only the Voigt profile
fitting is still insufficient, and the Dicke narrowing and speed-
dependent effects should also be considered.39 In addition,
more studies have demonstrated that taking the global
spectrum into account can achieve more accurate concen-
tration retrieval than referring only to the absorption peak.18,40

Therefore, it is necessary to develop data-driven methods that
more accurately derive the concentration. Deep learning
enables computers to learn from experiences without actually
modeling the physical rules that govern the spectral absorption
process of gas molecules, which provides us a new solution for

nonlinear inverse problems when relations between dependent
and independent variables are not clear. Machine learning
algorithms such as multivariate linear regression and back-
propagation neural networks are applied in the earliest
attempts to retrieve species concentrations and isotopic
abundance,40 while the extrapolation power for such simple
models trained over small data sets remains doubtful. A one-
dimensional convolutional neural network (1D-CNN) pre-
trained through transfer learning is applied to establish an
inversion model of transmitted signals to methane concen-
trations in the latest research.41 Although a satisfactory
concentration retrieval accuracy is obtained, the end-to-end
model greatly reduces the interpretability of its intrinsic
mechanisms and impedes subsequent improvements.
Based on the above considerations, we developed an

adaptively optimized gas analysis model (AOGAM) composed
of the neural sequence filter (NSF) and the neural
concentration retriever (NCR). On the one hand, the
proposed NSF is an encoder−decoder structured filter
composed of double-layer bidirectional long short-term
memory (LSTM) to mine the specific pattern between the
noisy spectrum and the corresponding denoised spectrum. The
encoder facilitates the automatic feature extraction from the
original noise spectrum and converts it into an abstract vector
according to specific rules. Subsequently, the attention
mechanism in the decoder references to “attending to” certain
parts of the input abstract vector for generating the context
vector, which is predicted as the noise reduction spectrum by
the LSTM in the decoder. We discussed the detailed structure
of our NSF in Section 3.2.1. The proposed NSF outperforms
other filters mentioned in this paper on both simulated and
experimental test sets. In Section 4, we evaluate the
performance of several filters in detail and analyze and discuss
the reasons why the proposed neural sequence filter is better.
On the other hand, we also design an NCR composed of a
principal component analysis (PCA) layer based on singular
value decomposition (SVD) and a fully connected (FC) layer
to independently establish the mapping function between the
transmission spectrum and concentration, which effectively
solves the nonlinear ill-posed inverse problem and indirectly
avoids the interference caused by manual concentration
retrieval. In Section 4.3, we compare the concentration
retrieval performance of the plain methane sensor (without
noise filtering) with that obtained using AOGAM. This
comparison shows that the implementation of the filtering
with the NSF and the concentration retrieval by the NCR plug-
in substantially improves the accuracy of the result. The
conclusions are made in Section 5.

2. SENSOR CONFIGURATION

2.1. Line Selection. The choice of methane absorption line
should ensure high sensitivity while also considering the cost
since near-infrared (NIR) lasers are significantly less expensive
than mid-infrared lasers. Consequently, we choose the R(3)
absorption line near 1653.7 nm labeled by the blue box in
Figure 1. The interference of water vapor and carbon dioxide
in the air with the methane detection at this absorption line is
evaluated in the Supporting Information. The simulation
parameters in the illustration in Figure 1 and the experimental
conditions described in this paper are as follows: temperature
T = 296 K, pressure P = 1 atm, and optical path length L = 130
cm.
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2.2. DAS Experimental Setup. Figure 2 illustrates the
DAS experimental setup. The distributed feedback laser diode

(DFB-LD) (SWLD-165310S22-01, Allwave Devices Inc.,
China) with a center wavelength near 1653 nm was employed.
The DFB-LD was installed on a 14-Pin Butterfly Laser Diode
Mount and controlled with a laser diode controller (LDC)
(LDC501, Stanford Research Systems Inc.). The driving signal
is a 0.9 Hz sawtooth wave generated by the data acquisition
(DAQ) card (PCI-6221, National Instruments Corporation).
The output beam of the pigtailed butterfly DFB-LD was fiber-
coupled to a multipass Herriott gas cell. The output light
intensity from the Herriott gas cell was converted to a voltage
signal with a photodetector (PD) module (PDB450C,
Thorlabs) and collected with the DAQ card. Finally, the
subsequent processing was completed using the personal
computer (PC). The methane gas and high-purity nitrogen
were mixed with different flow ratios to form 100 groups of
mixed gases with different methane concentrations from 0 to
1000 ppm, and the errors were less than 2%. Among them, the
precise control of the flow was completed by two mass flow
controllers (MFCs, CS200A, Beijing Sevenstar Flow Co., Ltd.,
China). In more detail, the gas mixing and error evaluation of
methane concentration can be found in the Supporting
Information.

3. METHODOLOGY

3.1. Data set. Obtaining a large amount of data needed for
neural network training by performing experiments is an
extremely time-consuming and laborious task for DAS.
Therefore, we generate the simulated set of methane
transmission spectra at experimental conditions, which
contains 1000 methane transmission spectra composed of
1111 sampling points with a concentration ranging from 0 to
1000 ppm. We have also generated the noisy transmission
spectra, each composed of the pure transmission spectrum,
Gaussian noise (with the 0 mean value and a variance of
9.71886 × 10−5), and interference noise (simulated by an Airy
function),42 to achieve consistency with the real signal and
thereby improve the generalization ability of the NSF. (The
Supporting Information provides details on how the noisy
transmission spectra data set was simulated.) We regard the
generated noisy transmission spectra as the input and the
denoised ones as the ground truth for the training of the NSF.
At the same time, the concentration values corresponding to
each transmission spectrum constitute a concentration set,
which is used as the ground truth of the gas concentration for
the training of the NCR.
In addition, we experimentally collected 100 methane

transmission spectra with concentrations from 0 to 1000
ppm to form an experimental data set to evaluate the filtering
performance of the designed filter in the practical setting. In
addition, we also evaluated the performance enhancement of
the conventional methane sensor complemented by the NSF
and NCR.
With respect to the training strategy, we first split the

simulated data set into the training set and the test set
according to the proportion of 90 and 10%. We then use 10-
fold cross-validation on the training set to divide the training
set into a training set and a validation set for hyperparameter
selection and architecture optimization, while the test set is
used to verify the filtering performance and generalization of
the final model. The more detailed model tuning strategy is
discussed in the Supporting Information.
For a fair comparison, the proposed NSF and BP-KF are

trained over the same simulation training set. Meanwhile, to
keep the correctness of the implementation of the BP-KF, we
no longer adjust it but use the original architecture form.26

Similarly, the S-G filter is also optimized on the simulated
training set to determine the optimal window size and the
order of the fitting polynomial.23 In addition, all filters are
evaluated and verified on a simulated test set and experimental
set.

3.2. Model Architecture. As a competitive neural network
model, our AOGAM model includes the NSF of the encoder−
decoder structure and the NCR composed of a PCA layer and
a fully connected layer. The encoder first encodes the noisy
transmission spectra into abstract vectors according to specific
rules and redistributes the attention weights through the
attention layer to generate the context vectors. Subsequently,
for a given context vector, the decoder outputs the denoised
spectra one element at a time. After that, the denoised spectra
are transformed from high-dimensional spectral signals to a
low-dimensional space through a PCA layer based on singular
value decomposition (SVD) and converted to predicted
concentrations through a single fully connected layer. We
choose the LSTM rather than the GRU as the recurrent unit
because the former performed better in our scenario. It is

Figure 1. Selection of the absorption line of CH4 in the spectral range
of 6010−6060 cm−1 based on the HITRAN database. Inset:
transmission spectra of 1000 ppm CH4 with L = 130 cm, P = 1
atm, and T = 296 K.

Figure 2. DAS experimental setup. MFC: mass flow controller; PC:
personal computer; DAQ: data acquisition; PD: photodetector; DFB-
LD: distributed feedback laser diode; LDC: laser diode controller.
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generally considered that the GRU and LSTM have similar
performance, and the internal structure of GRU is simpler,
resulting in faster convergence. However, from the perspective
of the model, LSTM with more complex parameters has better
flexibility (the experimental results also prove that LSTM has
more stable filtering performance than GRU) and can achieve
a higher SNR than GRU. The LSTM unit computes the new
memory content without any separate control of the amount of
information flowing from the previous time step.31 Therefore,
the LSTM is more suitable for information extraction on the
complex and changeable absorption spectra data streams. The
complete model and the data processing flow chart are shown
in Figure 3.
3.2.1. Architecture of the Neural Sequence Filter.

3.2.1.1. Encoder. In this paper, the encoder is designed to
be stacked by a two-layered bidirectional LSTM and a fully
connected layer.
Considering the noisy transmission spectra data set

∈ ×x m dx that is composed of m single spectra, x(i) =
(x(i)⟨1⟩, ..., x(i)⟨t⟩, ..., x(i)⟨dx⟩), where m is the number of spectra,
dx is the number of the sampling points, i denotes the index of
the spectrum in the data set, and t is the position index of a
sampling point in the spectrum. The LSTM block receives the

previous cell state ∈⟨ − ⟩ ×c t d1 1e , the previous hidden state

∈⟨ − ⟩ ×h t d1 1e , and the input ∈⟨ ⟩ ×x i t( ) 1 1 at the current
position. The LSTM block removes or adds information by
carefully regulated structures called gates and follows the below
equations:

σ= ·[ ] +⟨ ⟩ ⟨ − ⟩ ⟨ ⟩f W h x b( , )t
f

t i t
f

1 ( )
(1)

σ= ·[ ] +⟨ ⟩ ⟨ − ⟩ ⟨ ⟩i W h x b( , )t
i

t i t
i

1 ( )
(2)

̃ = ·[ ] +⟨ ⟩ ⟨ − ⟩ ⟨ ⟩c W h x btanh( , )t
c

t i t
c

1 ( )
(3)

= * + * ̃⟨ ⟩ ⟨ ⟩ ⟨ − ⟩ ⟨ ⟩ ⟨ ⟩c f c i ct t t t t1
(4)

σ= ·[ ] +⟨ ⟩ ⟨ − ⟩ ⟨ ⟩o W h x b( , )t
o

t i t
o

1 ( )
(5)

= *⟨ ⟩ ⟨ ⟩ ⟨ ⟩h o ctanh( )t t t (6)

where f⟨t⟩, i⟨t⟩, and o⟨t⟩ are the gates that respectively control the
LSTM block to achieve the functions of forgetting, updating,
and outputting. ∈ ×Wf

d de x, ∈ ×Wi
d de x, ∈ ×WC

d de x, and

∈ ×Wo
d de x are the trainable parameters in the LSMT block;

∈ ×bf
d 1e , ∈ ×bi

d 1e , ∈ ×bC
d 1e and ∈ ×bo

d 1e are the
biases; σ and tanh stand for the sigmoid and the tanh
activation function, respectively; c ̃⟨t⟩ denotes the candidate
vector; · stands for the dot product; and * represents the
element-wise multiplication. In our case, the number of the
spectra m = 1000, the dimension of the hidden state in encoder
LSTM de = 256, and the dimension of the input spectrum dx =
1111.
Recall that the two-layered bidirectional LSTM outputs

hidden state in two directions at each layer (as shown in Figure

S2), which we denote
÷◊÷ ⟨ ⟩
hl

i t( )
and

’÷÷ ⟨ ⟩
hl

i t( )
to indicate the hidden

states from two directions by lth layer at position t,

Figure 3. Complete model and the data processing flow chart. The noisy spectra are first filtered by the encoder−decoder structured NSF to
generate the denoised spectra, and then the NCR predicts the corresponding concentration values. PCA: principal component analysis; FC: fully
connected; RNN: recurrent neural network; NCR: neural concentration retriever; NSF: neural sequence filter.
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respectively. Therefore, the final output of the two-layered
bidirectional LSTM is

=⟨ ⟩ ⟨ ⟩ ⟨ ⟩h h hconcatenate( , )i t i t i t( )
2

( )
2

( )
(7)

The purpose of the fully connected layer is to mix the output
of the last position of each layer and generate a temporary

vector ∈ ×h i d
Tem
( ) 1d whose dimension is compressed from de

to the dimension of the hidden state in the decoder

= · +⟨ ⟩h h W btanh( )i i d
d dTem

( ) ( ) x (8)

where ∈ · · ×Wd
d n n d( x l d d) denotes the trainable parameters and

∈ ×bd
d 1d stands for the bias in the fully connected layer; nl

and nd represent the number of layers and the number of
directions, respectively, and dd = 512 indicates the dimension
of the hidden state in the decoder LSTM. The hTem

(i) will be fed
into the decoder along with the two-layered bidirectional
LSTM outputs h(i) = (h(i)⟨1⟩, ..., h(i)⟨dx⟩) as the output of the
encoder. Note that the fully connected layer also receives the
cell state outputted from the two-layered bidirectional LSTM

to generate ∈ ×c i d
Tem
( ) 1d , which will be considered as the

initial state values in the decoder LSTM block along with the
hTem
(i) .
3.2.1.2. Decoder. The decoder is composed of a single-layer

unidirectional LSTM and an attention layer. Compared with
directly decoding the encoded abstract vector, we found that
adding an attention mechanism can enable the decoder to
search clues at other positions of the input vector when
predicting the specific position of the denoised spectrum so as
to achieve better decoding. The schematic diagram of the
decoder is shown in Figure S3.
With respect to the position t′ of the denoised spectrum

predicted by the decoder, the attention layer receives the

previous hidden state ℏ ∈⟨ ′− ⟩ ×i t d( ) 1 1d of the decoder LSTM
(the initial state values of decoder LSTM are hTem

(i) and cTem
(i) )

and the outputs h(i) = (h(i)⟨1⟩, ..., h(i)⟨dx⟩) of the encoder. The

energy value ∈⟨ ′− ⟩ ×e i t t d( ) 1, 1a contributed by the output at
position t of the encoder h(i)⟨t⟩ to the predicted position t′ of
the decoder can be expressed as

= ℏ · +⟨ ′− ⟩ ⟨ ′− ⟩ ⟨ ⟩e h W btanh(concatenate( , ) )i t t i t i t
e e

( ) 1, ( ) 1 ( )

(9)

The Softmax layer then converts the energy values into the
corresponding attention weights

α =
·

∑ ·
α

α

⟨ ′− ⟩
⟨ ′− ⟩ ⟨ ⟩

⟨ ′− ⟩ ⟨ ⟩

e W

e W

exp( )

exp( )
i t t

i t t t

t
d i t t t

( ) 1,
( ) 1,

( ) 1,x
(10)

In the above equations, ∈ · + ×We
d d d(2 2 )d e a and ∈ ×be

d 1a are
the trainable weights and bias in the energy layer, respectively.
In our case, da = 128 and Wα are the trainable parameters in
the Softmax layer. The attention weights tell the decoder how
much importance it should attach to each position from the
noisy spectrum. We will see in Section 4.2 that for a specific
position in the noisy spectrum, the decoder will refer to
different parts of the whole spectrum to varying extents when
denoising.
The attention layer outputs the context vector by weighted

sum and the outputs of the encoder

∑ α= ·⟨ ′⟩ ⟨ ′− ⟩ ⟨ ⟩hcontext t

t

d
i t t i t( ) 1, ( )

x

(11)

The decoder LSTM iteratively accepts the context vector and
predicts each spectral component for the complete denoised
spectrum x̂(i) = (x̂(i)⟨1⟩, ..., x̂(i)⟨dx⟩).

3.2.2. Neural Concentration Retriever. The PCA layer
compresses the dimension of the original spectrum while
preserving the information to the greatest extent, thereby
greatly reducing the functional complexity of mapping the
denoised spectrum to its corresponding concentration. In
addition, compared with employing only the Voigt line shape
to fit the absorbance curve and using absorption peak to
retrieve concentration, we expect that the neural network can
take the whole dimensionally reduced spectrum into account
to deduce more accurate concentration retrieval results.
Indeed, considering only the absorption peak inevitably
introduces deviations of the result due to peak value
fluctuations.
The denoised spectrum output by the NSF first passes

through a PCA layer based on the SVD. The SVD of

̂ = { ̂ ̂ ̂ } ∈ ×x x x x, ... , ...,i m m d(1) ( ) ( ) x is

̂ = *Σ *x U VSVD( )m d m m m d d d, , , ,
T

x x x x (12)

where Um,m is the left singular value matrix, ∑m,dx is a diagonal

matrix with diagonal elements having singular values, and Vdx,dx
T

is the right singular value matrix.
Then, the predicted denoised spectrum is approximated by

̃ ≈ *Σ *x U Vm d m k k k k d, , , ,
T

x x (13)

where k is the dimension after the reduction. The first k rows
of VT are used as the dimension reduction spectrum, and the
new bases of the reduced dimension transformed space are
expressed as

̂ = ̂ *dx x Vm k m d d, , x x k, (14)

The prediction of concentration is given by the fully connected
layer

̂ = ·̂ +y ReLU dx W b( )r r (15)

where ∈ ×Wr
k 1 is the trainable parameter and br is the bias.

We will see the influence of different k values on spectral
information in Section 4.3.

3.2.3. Loss Function. As an integral, the AOGAM is
optimized on the elastic mean squared error (MSE) loss
function through the learning algorithm (Adam)

∑ ∑α β

= +

= * ̂ − + * ̂
= =

L L

m
x x

m
y y

1
( )

1
( , )

i

m
i i

i

m
i i

1 2

0

( ) ( ) 2

0

( ) ( ) 2

(16)

where x(i) and y(i) are the ith denoised spectrum and the
corresponding methane concentration, respectively, and α and
β are the elasticity factor. The L1 and L2 denote subloss
functions of filtering regression and concentration regression,
respectively. The sum of the elasticity factors is 1, which
ensures that the model is trained on two tasks simultaneously
and helps to adjust the trade-off between the filtering and
concentration inversion. As a result, fast and accurate filtering
and concentration retrieval performance are achieved.
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4. EXPERIMENTAL RESULTS AND ANALYSIS

4.1. Filtering Performance Comparison and Analysis
of Simulated Data. As an important part of the proposed
model, the filtering performance of the NSF is compared with
several common filters on the simulated data set. According to
ref 23, we optimized the window length of the S-G filter and
the order of the fitting polynomial. To ensure the accuracy of
implementation, we established the state space equation of the
Kalman filter based on the methane transmission spectrum and
the model architecture based on the back-propagation neural
network according to ref 27. The covariance matrices of the
process noise and the measurement noise were obtained by
our simulation and from the experimental transmission spectra.
The DOSC was chosen as the representative of the OSC
variants and trained on the same data set. The number of
components regarding the DOSC has been carefully selected.
Although it was suggested28 that one or two components were
sufficient, we found in practice that a small number of
components could hardly filter out noise on our data set. When
this number reaches 896, the performance is the best, and the
filtering performance starts to decline when it is less than or
more than this optimal number.
Since our model is trained on the simulation data set, we

first evaluate and compare the filtering performance of several
algorithms on the simulated test set. We refer to the simulated
methane transmission spectrum of 200 ppm as the
representative sample to intuitively show the effects of different
filtering algorithms, as shown in Figure 4. Compared with the
original signal (we refer to the simulated pure signal with no
noise as the original signal), the SNR of the denoised signal
filtered by the S-G filter is the lowest among all of the filters.
The DOSC can only remove the noise projection in the

direction that is orthogonal to the concentration matrix, but
there are still some noise residues. When the background noise
of our spectral matrix is too large, the spectral loading matrices
corresponding to the first several main components usually are
not the concentration matrix information but the spectral
signals that are independent of the concentration matrix. When
the spectral matrix filters out this part of the information, the
useful absorption information will be distorted. In addition, the
noise in the spectra is not completely white noise that is
orthogonal to the concentration matrix. Therefore, even if the
orthogonal components are completely filtered by DOSC,
there will still be a large amount of noise residue. Although the
state-of-the-art BP-KF significantly improves the filtering effect
in the nonabsorption region compared with the conventional
KF while still preserving the essential KF results, still a lot of
noise residues is observed in the absorption area, resulting in
the variation of the absorption peak, which will undoubtedly
have a significant negative impact on the stability and accuracy
of the final concentration determination. The reason for the
low performance of KF is that the established space state
equations cannot accurately represent the physical model
corresponding to the application scenario. In addition, the KF
“remembers” all of the previous information by iteration, which
will result in biased estimation due to time-varying noise.
Therefore, the performance of the KF suffers from the
estimation gap of noise parameter between the preset noise
and that of the real measurement. On the other hand, although
the BP-KF is designed to optimize the state parameters to
compensate for the deficiency of KF in the nonlinear system,
its generalization ability is insufficient in different systems,
which has been proven by its good denoising performance in
the nonabsorption area (stable area) while rendering the weak

Figure 4. Effect of several filtering algorithms (for the background comprised of Gaussian white and interference noises).
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performance in the absorption area (area with drastic
fluctuation). In contrast, the NSF proposed in this paper
shows significant smoothing and denoising effects in both
absorption and nonabsorption regions. Unlike the KF-based
algorithms, the NSF combines the information from both
directions as the reference rather than predicting a specific
component only through the previous information; therefore,

its prediction of the original signal waveform is the closest to
the original pure signal. When predicting a specific point, the
attention mechanism achieves the most reasonable prediction
by distributing the attention weights of the whole spectrum.
Specifically, the SNR of the denoised spectrum obtained with
the NSF is the highest compared to other filtering algorithms,
reaching an improvement by 7.3045 dB compared to the

Figure 5. Frequency domain distributions of the original transmission spectra and filtered transmission spectra.

Figure 6. Effects of various filtering algorithms on processing experimental data.
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original noisy signal (from 0.3766 to 7.6811 dB). The obtained
SNR differences are statistically important (P < 0.005), and
thus the NSF filter significantly outperforms other filters.
Furthermore, we also characterize the filtering performance

from the perspective of the frequency domain. The distribution
of frequency residuals after filtering by different filters obtained
by fast Fourier transform is shown in Figure 5.
The filtering result of KF shows that it only somewhat

suppresses the noise amplitude of the full-frequency band
compared with the noisy spectrum. In contrast, DOSC, S-G,
and the BP-KF are more focused on filtering high-frequency
components while also suppressing the noise in the full band,
which is consistent with the smoothing effect of the
nonabsorption region in Figure 4. However, the BP-KF has
large residuals at low-frequency regions, which is also
consistent with the phenomenon that a large amount of
noise remains in the absorption region. On the other hand, the
NSF maintains the lowest residual even in the low-frequency
region, which is the key to filtering out noise and retaining
absorption information.
4.2. Comparison of the Filtering Performance and

Analysis of Experimental Data. In addition to the
simulated test set, we also apply the filters to the experimental
data set to evaluate the generalization ability of the filters under
practical application conditions. From the collected 100
experimental spectra, we selected the methane transmission
spectrum with the preset concentration of 200 ppm as an
example. The effects of the different filters are shown in Figure
6. As expected, the NSF still shows the best filtering
performance even though it is trained over simulated data.

The S-G filter still performs worst, followed by the DOSC, KF,
and the BP-KF. The spectral frequency response after DOSC
filtering is similar to that of S-G, and the filtering performance
is very limited, which is mainly because the noise condition is
complicated and is only partially orthogonal to the target
property. The BP-KF accepts single input at each position and
predicts the corresponding filtered output, which is only
affected by all previous states. In contrast, our NSF takes the
whole spectrum into account, which means it comprehensively
evaluates the impact of other points based on the learned
noise-related pattern with the help of an attention mechanism
to predict a specific position of the spectrum. It still
outperforms all other listed filters in processing the
experimental data, and Wilcoxon signed-rank tests are
statistically significant at P < 0.005 for all test data, which
proves the feasibility and generalization power of the model in
the practical application scenario. The NSF algorithm
perceives the change during the transition from the non-
absorption to the absorption region, whereas the transition is
not smooth under BP-KF processing.
Additionally, the attention mechanism and the encoder−

decoder structure help to overcome the dilemma of training on
the super-long sequence. Even though LSTM reduces the
effects of vanishing and exploding gradients for very long
sequences, it does not eliminate them entirely. While LSTM
has difficulty processing highly complex feature representations
to generate accurate outputs, the attention mechanism
counters this problem by finding the relevance between the
output data it is generating and the encoder’s hidden state
representations. The attention structure creates a context

Figure 7. Attention maps for different positions of the filtered spectrum. The attention maps are generated through the attention layer. (a)
Attention map for the position in the nonabsorption region with a wavenumber of 6046.37 cm−1. (b) Attention map for the position in the
nonabsorption region with a wavenumber of 6046.89 cm−1. (c) Global attention map of all positions of the spectrum with respect to the particular
positions.
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vector from encoder hidden states. It then allows the decoder
to use the context vector to generate a more precise and
relevant output.
By observing the attention map, we can intuitively

understand the fine-grained information flow between the
input noisy spectrum and the output denoised spectrum.
Figure 7 shows the attention maps of the NSF in predicting
different positions of the denoised spectrum. For each position
of the spectrum, the attention mechanism helps the NSF to
refer different positions to various extents when filtering
different regions of the noisy spectrum, as shown in Figure 7c.
For instance, with respect to filtering the position with a
wavenumber of 6046.37 cm−1 in the nonabsorption region, the
NSF considers other positions in the nonabsorption region and
ignores the absorption region, as shown in Figure 7a. In
contrast, the NSF is more attending to the spectrum near the
absorption parts when generating the output of the position
with a wavenumber of 6046.89 cm−1, as shown in Figure 7b.
Assigning different attention weights to various locations
makes the NSF better adapt to changing and complex
application scenes.
4.3. Assessment of Concentration Retriever Perform-

ance. In addition to analyzing the filtering effect, we also
evaluate and discuss the concentration retrieval performance of
the NCR, which is another key part of AOGAM.
Referring to the components of the spectrum as dimensions,

each spectrum is represented by a high-dimensional vector
composed of 1111 dimensions, which leads to hardly
manageable calculations. Therefore, by adding a layer
composed of PCA operation, the dimension of the denoised
spectrum that is filtered by the NSF is reduced while

maximizing the retention of spectral information. The high-
dimensional space of the original dimension dx is compressed,
and the original spectrum is projected to the new low-
dimensional subspace composed of k sets of mutually
orthogonal eigenvectors, in which the cumulative variance
contributions of first k singular values corresponding to the
orthogonal basis λ follow the formula

λ

λ

∑

∑
≥=

=

ti
k

i

i
d

i

1

1 (17)

As shown in Figure 8a, the cumulative variance contribution
rate (CVCR) of the first 74 principal components has reached
95%, and thus, it is reasonable to represent the spectrum with
the original 1111 dimensions by the new vector of 74
dimensions. The filtered 100 experimental spectra are shown in
Figure 8b, and the new vectors (displayed in two-dimensional
space) after dimensionality reduction through the PCA layer
are shown in Figure 8c.
We used the concentrations preset by two MFCs as the

standard concentration to evaluate the measurement accuracy
of the methane sensor. We compared three cases of
concentration retrieval results: (1) the measured concentration
obtained from the original experimental transmission spectra
without any processing, (2) the measured concentration
obtained from the transmission spectra filtered by the NSF,
and (3) the concentration results predicted by the complete
AOGAM. The concentration retrieval layer is composed of two
fully connected layers. It receives the experimental data from
the dimensionality-reducing PCA layer and outputs the
prediction of methane concentration.

Figure 8. (a) Relationship between cumulative variance contribution and the number of principal components. (b) One hundred experimental
spectra filtered by the NSF. (c) Dimension-reduced experimental spectra compressed by the PCA layer.

Figure 9. (a) Comparison of coefficients of determination for results measured from the plain methane sensor, filtered by the NSF and AOGAM.
(b) Error analysis of the measured results using AOGAM: absolute error (AE) and relative error (RE) vs concentration.
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The results demonstrate the benefits of introducing the
NCR. As seen in Figure 9a, the impact of different processing
stages on the experimental results is clear: the methane sensor
with the enhancement of AOGAM achieved the highest
coefficient of determination (R2 = 0.99989) and is followed by
the methane sensor assisted only by the NSF (R2 = 0.95122),
while the methane sensor without any optimizing process was
the most unreliable (R2 = 0.85738); the differences are
statistically significant at P < 0.005. Unlike the AOGAM, the
other two methods must convert the measured transmission
spectra into absorbance spectra, then subsequently perform the
Voigt profile fitting on the absorbance spectra, and finally
calculate the concentration corresponding to the peak, which
will inevitably introduce interferential errors.18,40 The exper-
imental results demonstrate that the method of extracting only
the maximum absorbance value brings greater fluctuation and
unreliability to the measured methane concentrations,
especially in the dynamic measurements with time-varying
noise. In contrast, the NCR that extracts information from the
whole spectrum (dimensionally reduced spectrum) constructs
afresh the mapping function between the full spectrum and its
corresponding concentration, thus avoiding distortions intro-
duced by processing with prior knowledge. In addition, the
PCA layer greatly reduces the complexity of the NCR and the
difficulty of concentration determination, furnishing also
higher generalization ability and robustness to complex
environments. Table 1 (column 1) summarizes the coefficients
of determination for the three cases.

Meanwhile, we also evaluate the precision of the
concentration determination in three cases. We conducted a
systematic error analysis by comparing the two statistical
indicators of relative error (RE) and absolute error (AE), as
shown in Figure 9b. The AE and the RE of the methane sensor
assisted by AOGAM are under 6.85 ppm and 3.58% with a
confidence of 99.7%, respectively. Although the precision
deteriorates when the concentration is extremely low, the RE
remains below 5%, and the overall performance can meet the

needs of most practical applications. Table 1 (the second
column and the third column) shows the mean error analysis
results for the three cases. The performance of the AOGAM-
assisted methane sensor has been significantly improved
compared with the other two cases.
To assess the long-term detection stability of the optimized

methane sensor, the custom methane gas with a concentration
of 460 ppm is injected into the gas cell, and real-time detection
is carried out for 1000 s. The optimized methane sensor shows
good stability. The standard deviation is 1.08 ppm, which is
significantly better than the performance of the plain methane
sensor (the standard deviation is 11.11 ppm), as shown in
Figure 10a. At the same time, the statistical histogram can be
well fitted by a Gaussian distribution with the half width at
half-maximum (HWHM) of 1.31 ppm, as shown in Figure 10b.
The results show that the proposed optimization model can
effectively improve the stability of the methane sensor in real-
time detection. Since the minimum detection limit of the
AOGAM-assisted methane sensor is 1.08 ppm (1σ) at room
temperature and the optical path length is about 1.3 m, a
minimum detectable column density of 1.08 ppm × 1.3 m =
1.40 ppm·m is achieved.
In Table 2, we compared our results with three other near-

infrared methane sensors that have been reported and

employed the R(3) absorption line near 1653.7 nm. We
indicate the detectable column density, which is the most
important evaluation parameter, and it can be clearly seen that
the AOGAM-enhanced methane sensor proposed in this paper
has the lowest detectable column density. The bold value in
Table 2 represents the optimal detectable column density.
Moreover, our sensor employing the AOGAM shows ultrahigh
filtering as well as concentration retrieval performance, thus
improving the DAS technique and realizing the full-range
concentration detection at a lower cost and simpler system

Table 1. Comparison for R2, RE, and AE among Three
Situations

R2 RE (%) (mean) AE (ppm) (mean)

plain sensor 0.85738 19.25 75.84
NSF 0.95122 17.40 43.87
AOGAM 0.99989 0.73 2.19

Figure 10. (a) Long-term measurement and (b) statistical histogram of methane concentration.

Table 2. Comparison of Our Sensor with the Three Other
Reported Sensors

technique detectable range

optical
path
length

detectable
column
density
(ppm·m) refs

WMS (0−5) × 104 ppm 40 cm ∼11.8 43
DAS + WMS full range 10 cm ∼6.48 44
WMS unavailable 52.2 m ∼5.22 45
DAS full range 130 cm ∼1.40 this

paper
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compared with the three other sensors employing the WMS
technique.
In addition, to make the conclusion of our AOGAM even

more justified, we also made a special trip to a coal mine in
Yan’an city, Shaanxi Province, China, for 1-day underground in
situ measurement. We compared the methane concentration
detection results of the plain methane sensor and that of the
AOGAM-enhanced methane sensor. The methane concen-
trations from the detection with the AOGAM-enhanced
methane sensor showed more stability and less variance (P <
0.001) than those of the plain sensor, as shown in Figure 11.

5. CONCLUSIONS
In this study, we developed an adaptively optimized gas
analysis model (AOGAM) for the determination of the gas
concentration from spectral measurements. This model is
composed of a neural sequence filter (NSF) and a neural
concentration retriever (NCR) based on the deep learning
algorithms for extraction of methane absorption information
from the noisy transmission spectra and characterization of the
corresponding concentrations from the denoised spectra,
respectively. The proposed NSF outperforms other widely
used filters on both simulated and experimental test sets and
shows high robustness in noisy conditions. We explicate the
underlying mechanism of the global filtering of the NSF
through the attention map generated during the filtering
process, which increases the interpretability of our NSF.
Furthermore, the NCR provides a new solution for the
nonlinear inversion problem of the determination of methane
concentration from the spectra by automatically mapping the
accurate corresponding concentrations based on the denoised
spectra without manual computation. The evaluation results
demonstrate that the AOGAM-assisted methane sensor has
improved characteristics in terms of the accuracy of gas
concentration determination and stability of real-time measure-
ments and achieved a detection column density of 1.40 ppm·
m, which is the lowest among various NIR methane sensors
reported in the literature. The proposed optimized methane
sensor is suitable for the realistic conditions of different
applications, such as for the needs of coal mines and chemical
industry gas detection and other in situ measurement
scenarios.
At the same time, we note that although AOGAM can

significantly improve the concentration retrieval performance
of a plain methane sensor, it is difficult to gain further progress
for methane sensor parameters based solely on optimization

algorithms because of inherently low absorption cross sections
and the overtone nature of the absorption bands in the NIR
spectral region. In contrast, the molecular fingerprint
absorption in the mid-infrared region corresponds to the
fundamental absorption bands of most gases, which have
orders of magnitude higher absorption cross sections, making
it easier to reach lower detection limits. Extending our
technique to the mid-infrared will be our next research goal.
In addition, current gas sensing based on absorption
spectroscopy still mainly focuses on single components and
has difficulty dealing with the multicomponent gas mixtures
with overlapping absorption spectra. In this respect, it is
important to fully investigate the possibilities of the deep
learning approach as applied to the simultaneous detection of
gas mixtures. Therefore, we will continue working in this
direction in our future research.
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