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Abstract
A novel method of geometric dimension assisted absolute phase recovery in 3D shape
measurement is presented. This method mainly includes two steps: (a) using the window Fourier
filter-quality guided phase unwrapping algorithm to obtain the relative phase distribution of the
tested object; (b) using the geometric dimension of the object as a clue to convert the relative
phase distribution to the absolute phase distribution. This method is convenient, and only three
fringe image acquisitions are needed to recover the absolute phase. In addition, there is no limit
to the depth range of the tested object. The correctness of this method is verified by several
experiments.

Keywords: surface measurement, fringe projection, optical metrology, phase unwrapping

(Some figures may appear in color only in the online journal)

1. Introduction

Three-dimensional (3D) shape measurement based on digital
fringe projection, which has the merits of fast speed,
high accuracy and non-contact measurement, has numer-
ous applications, including industrial online detection, bio-
medical engineering, computer science, machine vision and
reverse engineering [1–4]. In this technique, the fringe pat-
terns are projected to the tested surface for retrieval of the

Original content from this work may be used under the
terms of the Creative Commons Attribution 4.0 licence. Any

further distribution of this work must maintain attribution to the author(s) and
the title of the work, journal citation and DOI.

phase distribution containing the 3D shape information of the
object. Many phase retrieval methods have been proposed,
such as phase-shifting, Fourier transform [5–7], wavelet trans-
form [8], windowed Fourier transform [9, 10] and deep learn-
ing [11, 12]. The retrieved phase by the above fringe analysis
methods is wrappedwithin a range from−π to π. Thewrapped
phase needs to be unwrapped to construct a continuous phase
distribution. Conventional phase unwrapping methods can be
classified into two categories: the spatial phase unwrapping
(SPU) and temporal phase unwrapping (TPU).

In SPU, a point in the wrapped phase is selected as the start-
ing point, and then the neighboring pixel points are sequen-
tially unwrapped to achieve a relative phase map. Su and
Chen [13] reviewed some quality-guided phase unwrapping
algorithms (QGPUs). Compared with other SPU methods
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[14], QGPU possesses the advantages of high efficiency,
strong robustness and automaticity, and has become the main
popular method. Its basic idea is to use a quality map, which
reflects the quality of the phase, to guide the phase unwrap-
ping path, so that higher quality phase points are unwrapped
before lower quality phase points. Currently, there are many
types of quality maps. Zhao et al [15] compared the effect
of different quality maps in detail, and pointed out that
QGPU based on window Fourier transform filtering (WFF)
[16] was superior to other kinds of quality maps when deal-
ing with noisy and discontinuous wrapped phases. Although
SPU has the advantages of simplicity and convenience, it
only provides a relative phase map. As a result, absolute 3D
geometry information of a tested object cannot be acquired
and multiple separated objects cannot be simultaneously
measured.

In TPU, in contrast, the wrapped phase is unwrapped by
capturing additional images, and the retrieval of the absolute
phase is achieved. Zhang [17] and Zuo et al [18] reviewed
a variety of TPU methods. Although the absolute 3D geo-
metry information of objects can be acquired by TPU, it is
difficult to measure high-speed moving objects due to addi-
tional image acquisitions. In addition, for the projection of
the fringe patterns with different periods, the corresponding
exposure time should be set separately to reduce the impact of
noise [19].

Recently, to solve the aforementioned problems, An et al
[20] proposed an absolute phase unwrapping method based
on geometric constraints of the structured light system. In this
method, an artificial absolute phase map at a virtual plane with
either closest or farthest distance is firstly generated to assist
the absolute phase unwrapping [21]. Since no additional image
acquisition is required, the measurement speed and quality can
be effectively improved. The geometric constraint method has
also been applied to other phase recovery fields [22–24]. How-
ever, as pointed out in [20], this method has difficulty in meas-
uring objects of greater depth.

In this paper a novel method of geometric dimension
assisted absolute phase recovery is presented. Firstly, the
WFF-QGPU method [16] is used to obtain the relative
phase distribution from three fringe patterns. Then, by run-
ning a computer program related to the object dimension
(for example, the size along the x or y direction), the rel-
ative phase is converted to the absolute phase. Compared
with TPU only three fringe image acquisitions are required
to recover the absolute phase, which improves the speed
of the 3D measurement greatly. Compared with the geo-
metric constraint method, there is no limit to the depth
range of the tested object in this method. The effective-
ness of the proposed method is demonstrated by several
experiments.

The rest of the paper is organized as follows. The prin-
ciple of the proposed method is introduced in section 2.
Section 3 presents several experimental results to validate the
method. Section 4 discusses the merits and limitations of
the proposed method. Section 5 gives the summary of this
paper.

2. Principles

2.1. Three-step phase-shifting algorithm

Among all phase-shifting algorithms, the three-step phase-
shifting algorithm requires the minimum number of patterns
for the retrieving phase. The fringe patterns can be mathemat-
ically written as

I1(x,y) = I ′(x,y)+ I ′′(x,y)cos

(
Φ(x,y)− 2π

3

)
, (1)

I2(x,y) = I ′(x,y)+ I ′′(x,y)cos(Φ(x,y)), (2)

I3(x,y) = I ′(x,y)+ I ′′(x,y)cos

(
Φ(x,y)+

2π
3

)
, (3)

where I ′(x,y) is the average intensity, I ′′(x,y) is the intens-
ity modulation and Φ(x,y) is the phase to be solved. Solving
equations (1)–(3) leads to

ϕw(x,y) = tan−1

[√
3(I1 − I3)

2I2 − I1 − I3

]
, (4)

It(x,y) =
I1 + I2 + I3

3
+

√
3(I1 − I3)

2
+(2I2 − I1 − I3)

2

3
,

(5)

whereϕw(x,y) is thewrapped phase ranging from−π toπ, and
It(x,y) is the texture information which can be used for acquir-
ing the number of pixels of Ny in equation (19) to compute the
object geometric dimension of Ly0 and for image segmentation
of multiple objects later.

2.2. Calibration of the system

In this paper, we adopt Zhang and Huang’s method [25] for
system calibration, in which the projector is regarded as an
inverse camera. This method has the advantages of simplicity,
simultaneity and high accuracy, and has become a popular cal-
ibration method [26]. In this calibration method, a linear pin-
hole model is used to describe the imaging process of the cam-
era in which the relation between a point of (xw,yw,zw) on the
object and its projection of (uc,vc) on the image sensor can be
written as

sc[uc,vc,1]T = Pc[xw,yw,zw,1]T, (6)

Pc = Ac[R c, t c], (7)

where sc is a scale factor, the superscript c denotes the cam-
era, the superscript w denotes the world coordinates, Ac is the
intrinsic matrix of the camera, and Rc and tc are the cam-
era’s extrinsic matrices. Similarly, the pinhole model of the
projector is as follows:

sp[up,vp,1]T = Pp[xw,yw,zw,1]T, (8)
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Pp = Ap[Rp, tp], (9)

where the superscript p denotes the parameters of the projector.
In this study, the camera’s coordinate system is selected as the
world coordinate system, and so the projection matrices of the
camera and projector can be respectively expressed as,

Pc =

 f cu 0 uc0 0
0 f cv vc0 0
0 0 1 0

 and

Pp =

 f pu 0 up0
0 f pv vp0
0 0 1

 r11 r12 r13 t1
r21 r22 r23 t2
r31 r32 r33 t3

 , (10)

where f cu and f cv are the focal lengths of the camera lens along
the u and v directions, respectively, and (uc0,v

c
0) is the camera’s

principle point coordinate. Here, f pu and f pv are the focal lengths
of the projector lens along the u and v directions, respectively,
and (up0,v

p
0) is the principle point coordinate of the projector.

Here, rij and ti are the elements of the rotation and translation
matrices, respectively.

There are seven unknown parameters of (up,vp,xw,yw,zw,
sc,sp) in equations (6) and (8) which provide only six
equations. Generally, to acquire the 3D shape information of
an object, another equation is provided by the recovery of the
absolute phase from the captured fringe patterns. The projector
pixel coordinates of up and vp can be determined by the fol-
lowing equations,

up =
ΦV(uc,vc)

2π
T, (11)

vp =
ΦH(uc,vc)

2π
T, (12)

where ΦV and ΦH are the absolute phase maps along
the vertical and horizontal directions, respectively,
and T is the fringe period. Without losing general-
ity, we take the vertical fringe patterns for analysis.
Solving equations (6)–(10) simultaneously leads to

zw =
f cu [(u

p − up0)t3 − f pu t1]

f cu [ f
p
u r13 − (up − up0)r33] + (uc − uc0)[ f

p
u r11 − (up − up0)r31] + (vc − vc0)[ f

p
u r12 − (up − up0)r32]

, (13)

xw =
uc − uc0
f cu

zw, (14)

yw =
vc − vc0
f cv

zw. (15)

2.3. Geometric dimension assisted absolute phase recovery

We know that there is a relationship between the relative
unwrapped phase and the absolute unwrapped phase, which
can be expressed as

Φabs =Φrel + 2πn, n ∈ z, (16)

where Φabs denotes the absolute phase, Φrel represents the rel-
ative phase and Z denotes an integer. In this paper, the relative
phase is obtained by WFF-QGPU, where the detailed process
can be found in [16]. Therefore, if we can determine the value
of n, then we can convert the relative phase to the absolute
phase. The process of the determination of the n value is as
follows.

Firstly, we analyze the range of the value of n. According
to equation (11), the range of the absolute phase distribution
of the generated fringe pattern is from 0 to 2π

T u
p
max, with upmax

being the number of pixels of the projector in the up direc-
tion. In general, negative values in the relative phase obtained
by the WFF-QGPU method exist, and the true absolute phase
distribution is always greater than 0. So the lower limit of n is:

n1 =

[
−min(Φrel)

2π

]
, (17)

where [] means the integer function and min() denotes the
function of taking the minimum value. Similarly, the upper
limit of nmust make the maximum value of equation (16) less
than 2π

T u
p
max. Therefore, the upper limit of n is:

n2 =
[umaxp

T

]
−
[
max(Φrel)

2π

]
, (18)

where max() represents the function of taking the maximum
value.

Secondly, we calculate Lx(n) and Ly(n), the object dimen-
sions in the x and y directions corresponding to different n val-
ues. It can be seen from equation (13) that the depth coordinate
of zw of the object is a function of the projector pixel coordin-
ate of up, and up is determined by the absolute phase distri-
bution of the object given in equation (11). Therefore, as the
value of n varies in the defined range, the calculated depth dis-
tribution of zw varies correspondingly. On the other hand, the
xw and yw coordinates of the object are directly related to the zw

coordinates, and so the calculated object dimensions of Lx(n)
and Ly(n) vary with respect to n values. Therefore, the inform-
ation of the size of the object along the x or y direction can be
used as a new clue to determine the correct n value. Although
we adopt the size of the object along the y direction in this
paper, it is also feasible to adopt it along the x direction.

3
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Thirdly, we calculate DLy(n), the difference between Ly(n)
and Ly0 for different values of n, where Ly0 is the previously
acquired object dimension in the y direction. According to the
imaging relationship in geometric optics, Ly0 can be calculated
by the following equation,

Ly0 = Nyδ
s
f ′
, (19)

where Ny denotes the number of pixels on the camera sensor
corresponding to the object in the y direction given by the
texture information of It(x,y) in equation (5), δ is the cam-
era sensor unit size, s represents the object distance from the

object to the camera lens and f ′ denotes the focal lengths of
the camera lens. In the experiments in this paper, according to
the calibrated object space ranging from 627 mm to 700 mm
in the depth direction, we always place the tested object close
to the plane of 627 mm in the depth direction, and so we set
the object distance of s to be 630 mm.

Fourthly, we seek out the correct value of n giving a min-
imized value of DLy(n) from the constructed data set.

The specific process is as shown in the code below,
where abs () represents the function of taking the abso-
lute value, and find () represents the function of finding
the position of a specific element from a known data set

for n from n1 to n2

Φ(n) = Φrel + 2πn, up =
Φ(n)
2π

T

z(n) =
f cu [(u

p − up0)t3 − f pu t1
f cu [ f

p
u r13 − (up − up0)r33] + (uc − uc0)[ f

p
u r11 − (up − up0)r31] + (vc − vc0)[ f

p
u r12 − (up − up0)r32]

y(n) =
vc − vc0
f cv

z(n)

Ly(n) =max(y(n))−min(y(n))

DLy(n) = abs(Ly(n)−Ly0)

end

n= find(DLy(n)) =min(DLy(n))

.

Finally, the absolute phase map is recovered by substituting
the determined n into equation (16). Figure 1 shows the entire
procedure.

3. Experiments

We build a hardware system to verify the performance
of the proposed method. This system includes a camera
(DAHENG MER-131-210U3M-L) that is attached with a
12.5 mm lens and a projector (DLP6500). The projector’s res-
olution is 1080 × 1920 pixels, and the camera’s resolution
is 1024 × 1280 pixels with the size of the sensor unit being
4.8 µm × 4.8 µm.

We firstly validate the proposed method by measuring a
single star object shown in figure 2(a). The number of pixels of
the star in the y direction of Ny is 892, which is acquired with
the texture information of It(x,y) in equation (5). Figure 2(b)
is one of the three-step phase-shifting fringe patterns acquired
by the camera, where the fringe period of T is 40 pixels. The
wrapped phase of the object is calculated by equation (4),
and then an exponential fringe pattern is generated. The WFF
method is used to process the generated exponential fringe pat-
tern, as described in [16]. The filtered phase and amplitude are
shown in figures 2(c) and (d), respectively. The filtered phase
is unwrapped by the WFF-QGPU method. Figure 2(e) is the

unwrapping path, and figure 2(f) is the unwrapped phase. The
unwrapping process is from light yellow pixels to dark red
pixels in figure 2(e) successively.

Then, we apply the proposed method in section 2.3 to con-
vert the relative phase to the absolute phase. Firstly, the limits
of n are calculated using equations (17) and (18). The acquired
lower limit of n1 is 15 and the upper limit of n2 is 36. Sub-
stituting the value of Ny into equation (19), we get the star
object dimension of Ly0, which is 216 mm. Then, by running
the program described in figure 1, the dimension of Ly(n) and
the difference of DLy(n) are obtained as different values of
n being taken during the process. The distribution of DLy(n)
with respect to n values is shown in figure 3(a). It can be
seen that DLy(n) takes the minimum value when n is equal to
22. Substituting the determined value of n into equation (16),
the absolute phase distribution is obtained, which is shown
in figure 3(b). We then investigate the error tolerance of the
object distance of s in yielding the correct value of n. It is found
by simulations that the allowable range of s is from 621 mm to
648 mm, indicating the effectiveness of the setting of s in this
research.

Figure 4(a) is the 3D shape measurement result obtained
by the proposed method. To verify whether the above result
is correct, we also perform the 3D shape measurement of the
same star using the TPU method, the enhanced two-frequency
phase-shiftingmethod (ETM) [22]. The adopted fringe periods
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Figure 1. A flowchart of the whole geometric dimension assisted
absolute phase recovery.

Figure 2. Phase unwrapping of the star using WFF-QGPU. (a) A
single star object (Ny = 892); (b) one of the three-step phase-shifting
fringe patterns (T = 40 pixels); (c) the filtered phase map using
WFF; (d) the filtered amplitude map using WFF; (e) the unwrapping
path map; (f) the relative phase map of the star object.

are 40 and 270 pixels, and the phase-shifting consists of three
steps. The 3D shape measurement result obtained by ETM
is shown in figure 4(b). Then, we calculate the difference
between figures 4(a) and (b) point by point, and the depth dif-
ference map is shown in figure 4(c) which has RMS values of
0.08 mm, proving the correctness of the proposed method in
achieving absolute phase recovery.

To further evaluate the performance of the proposed
method, a more complex object shown in figure 5(a) is used
as the tested object in the experiment. The fringe period of

Figure 3. Convert the relative phase to absolute phase using the
proposed method. (a) Distribution of the difference of DLy(n)
during the process; (b) the absolute phase map acquired by the
proposed method.

the three-step phase-shifting patterns is 80 pixels on the image
sensor. The number of pixels of the complex object in the y
direction of Ny is 611, and so the dimension of Ly0 is 148 mm.
Figure 5(b) is the relative phase distribution obtained by the
WFF-QPGU method. Similarly, the limits of n are calculated,
and the acquired lower limit of n1 and the upper limit of n2
are 3 and 20, respectively. By running the program, Ly(n) and
DLy(n) are obtained as different values of n being taken dur-
ing the process. Figure 5(c) shows the distribution of DLy(n)
with respect to n values. It can be seen that DLy(n) takes the
minimum value when n is equal to 12. Figure 5(d) shows the
obtained absolute phase distribution by substituting an n value
of 12 into equation (16). It is found that the allowable variation
range of s in this case is from 601 mm to 653 mm. It can be
seen, in a comparison with the last experiment, that the larger
the fringe period, the greater the error tolerance of the object
distance setting is.

We further compare the performance of the ETM and the
proposed method on the complex object. Figure 6(a) is the 3D
shape measurement result obtained by the proposed method
and figure 6(b) is that obtained by the ETM, where the adop-
ted two fringe periods are 80 and 270 pixels with the phase-
shifting of three steps. We calculate the difference between
figures 6(a) and (b) point by point, and the depth difference
map is shown in figure 6(c). The depth difference distribution
has an RMS value of 0.151 mm, which is quite small, indicat-
ing that the depth image acquired by the proposed method is
of absolute phase distribution.

Finally, the experiment of 3D shape measurement of two
separated objects shown in figure 7(a) is carried out using
the proposed method, and the process is as follows. Firstly,
the texture information given by equation (5) is used to cre-
ate two masks for segmenting each individual object. The
masks are shown in figures 7(b) and (c). Secondly, the rel-
ative phase for each individual object is obtained using the
WFF-QGPU method, and the acquired relative phase distri-
butions are shown in figures 7(d) and (e). Thirdly, the method
described in section 2.3 is used to convert the relative phase
into the absolute phase for each object, and the acquired
absolute phase distributions are shown in figures 7(f) and
(g). Finally, the absolute phase distribution of the separated

5
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Figure 4. Experimental results of the star object. (a) The 3D shape measurement result acquired by the proposed method; (b) the 3D shape
measurement result acquired by ETM; (c) the map of the depth difference between figures (a) and (b) (RMS = 0.08 mm).

Figure 5. The 3D shape measurement of a complex object. (a) The
tested complex object image (Ny = 611); (b) the relative phase map
of the complex object acquired by WFF-QGPU (T = 80 pixels);
(c) the distribution of the difference of DLy(n) during the process;
(d) the absolute phase map of the complex object acquired by the
proposed method.

objects is acquired by integrating the absolute phase distri-
butions in figures 7(f) and (g) together, which is shown in
figure 7(h).

The parameters converting the relative phase into the abso-
lute phase for each of the objects are as follows. For the first
object, the dimension of L1y0 is 148 mm. The calculated lower
limit of n1 is 2 and the upper limit of n2 is 19. For the second
object, the dimension of L2y0 is 149 mm. The calculated lower
limit of n1 is 2 and the upper limit of n2 is 19. Figure 8(a) shows
the acquiredDLy(n)with respect to n values during the process
for the first object, and figure 8(b) shows this for the second
object. It should be pointed out that the abscissa in figure 8(a)
does not end from the upper limit of 19, since the last few val-
ues of DLy(n) are very large. We can see that the value of n
giving the minimum value of DLy(n) is 7 for the first object,

and it is 15 for the second object. With the acquired n values
the absolute phase distributions are obtained.

Again, the 3D shape measurement result of the separated
objects obtained by the proposedmethod is comparedwith that
obtained by ETM. Figure 9(a) is the 3D shape map obtained
by the proposed method, and figure 9(b) is that obtained by
ETM. We also calculate the difference between figures 9(a)
and (b) point by point, and the depth difference map is shown
in figure 9(c). Figure 9(c) has an RMS value of 0.156 mm,
which is also quite small, indicating that the depth image
acquired by the proposed method is of absolute phase distri-
bution.

4. Discussion

The proposed absolute phase recovery method has the follow-
ing advantages and limitations.

4.1. High-speed 3D shape measurement

Unlike traditional TPU methods, this method only needs three
fringe image acquisitions for absolute phase recovery, and
thus it is more suitable for high-speed measurement. If the
approximate lateral size of the tested object is already known,
the estimation of the object’s lateral size will no longer be
needed with the proposed method. This makes it more con-
venient in applications such as circuit board inspection and
defect detection.

4.2. Robustness to noise

Window Fourier transform is a redundant transform, and its
spectrum reflects the local characteristics of a signal. Thereby,
the noise in the wrapped phase map can be well suppressed.

4.3. Simple system setup

The method does not require an additional camera for absolute
phase unwrapping, and can be directly employed by the single-
projector and single-camera structured light system.

6
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Figure 6. Experimental results of the complex object. (a) The 3D shape measurement result acquired by the proposed method; (b) the 3D
shape measurement result acquired by ETM; (c) the map of the depth difference between figures (a) and (b) (RMS = 0.151 mm).

Figure 7. A flow process diagram of the absolute phase retrieval for two separated objects. (a) The image of two separated objects; (b) the
mask of the first object (Ny = 611); (c) the mask of the second object (Ny = 614); (d) the relative phase map of the first object acquired by
WFF-QGPU (T = 80 pixels); (e) the relative phase map of the second object acquired by WFF-QGPU (T = 80 pixels); (f) the absolute
phase of the first object acquired by the proposed method; (g) the absolute phase of the second object acquired by the proposed method;
(h) the absolute phase distribution of the tested objects acquired by integrating the phase distributions in (f) and (g) together.

Figure 8. The distributions of DLy(n) in the process for the two
separated objects; (a) the distribution of DLy(n) for the first object;
(b) the distribution of DLy(n) for the second object.

4.4. No confined measurement depth range

In the depth-constrained method, the virtual absolute phase
distribution at the selected virtual plane is calculated first
and then the virtual absolute phase distribution is used as a
reference in the phase unwrapping to construct a continuous

absolute phase distribution of the object. With this method,
however, the difference between the virtual phase distribution
and the continuous phase distribution of the object should be
less than 2π in principle, leading to the depth limitations of
the tested object [20]. With the proposed method, the lateral
size of the object is only used as a constraint condition to con-
vert the relative phase to the absolute phase distribution of the
object, and therefore there is no limitation to the measurement
depth range.

4.5. Limitations and solutions

WFF-QGPU adopted in this paper is a type of SPU method
and thus limitations exist in the measurement of objects
with abrupt geometric discontinuities. The object’s surface
geometry, at least one unwrapping path, should not intro-
duce more than π phase changes between two successive
points. However, we found in our actual experiments that the
limitation could be alleviated by changing the angle of the
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Figure 9. The 3D measurement results of two separated objects. (a) The 3D shape measurement result acquired by the proposed method;
(b) the 3D shape measurement result acquired by ETM; (c) the map of the depth difference between figures (a) and (b) (RMS = 0.156 mm).

fringe pattern (i.e. from the vertical to horizontal orientation),
or by increasing the period of the fringe pattern appropriately.

5. Conclusions

A novel method of geometric dimension assisted absolute
phase recovery in a structured light system is presented in this
paper. Compared with TPU only three fringe image acquis-
itions are required to recover the absolute phase, which is
beneficial to the speed and accuracy of 3D shape measure-
ment. Compared with the geometric constraint method, there
is no limit to the depth range of the tested object. The limita-
tions to the tested objects of geometric discontinuities with this
method is discussed and the solutions are given. The correct-
ness and effectiveness of this method are verified by several
experiments.
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