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Abstract: Single-image dehazing techniques are extensively used in outdoor optical image
acquisition equipment. Most existing methods pay attention to use various priors to estimate
scene transmission. In this paper, a fast single-image dehazing algorithm is proposed
based on a piecewise transformation model between the minimum channels of the hazy
image and the haze-free image in optical model. The minimum channel of the haze-free
image is obtained by the piecewise transformation, which is a quadratic function model
that we establish for the dark region, and a linear transformation model is established
for the bright region. Using the minimum channels of the hazy image and the haze-free
image, a transmission estimation model is established based on the haze optical model with
adjustment variables. To obtain an accurate estimation of atmospheric light, we estimate the
atmospheric light twice. Finally, the haze-free image is restored. Experimental results show
that the proposed algorithm has minimal halo artifacts and color distortion in various depths
of field, flat areas and sky areas. From the subjective evaluation, objective evaluation and
running time analysis, it can be seen that the algorithm in this paper is superior to most
existing technologies.

Index Terms: Image dehazing, piecewise transformation, transmission map, minimum
channel.

1. Introduction
Images captured in hazy scenes often suffer from visibility reduction and color degradation due
to atmospheric scattering caused by atmospheric particles [1]–[3]. This not only affects human
visual perception but also has an adverse effect on video analysis applications, such as object
recognition, object tracking, and scene classification [4]–[6]. Therefore, performing dehazing on a
single image is critical and challenging for practical applications such as outdoor surveillance and
autonomous/assisted driving.

Image dehazing can be simply divided into conventional contrast enhancement methods and
physical model-based methods. The conventional contrast enhancement methods include his-
togram equalization and its variations [7]–[9], which are the most widespread nonphysical model
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algorithms. Retinex-based methods [10]–[12] enhance image contrast in accordance with specific
needs but without knowing the mechanism with image degradation. The advantage of these
nonphysical model algorithms is that they are simple, but they easily introduce color distortion
due to the lack of consideration for the degradation mechanisms of hazy images.

Improved results were obtained by employing physical-based models, which analyzed the image
degradation mechanism of an image by building models to realize scene reconstruction. Re-
searchers have proposed many dehazing algorithms using multiple images or depth information
[13]–[17]. For example, polarization-based dehazing methods [13]–[15] use images taken with
different degrees of polarization to obtain haze-free images effectively. Depth-based methods [16]
require known 3D models or that the user inputs some depth information. In practice, multiple hazy
images and/or depth information are not always available.

Hence, single-image haze removal algorithms have attracted extensive attention from re-
searchers due to their simplicity and practicality. Most dehazing algorithms have payed attention to
estimate transmission media [18]–[34]. For example, Fattal [18] assessed a transmission map by
assuming that the albedos of the objects and the transmission were statistically uncorrelated. This
method can not only restore impressive haze-free images but also provide a reliable transmission
estimation for a hazy scene. However, this method may fail to recover a haze-free image when
the required assumptions are broken. Tan et al. [19] maximized local radiance contrasts to remove
haze by assuming that haze-free images have higher contrasts than hazy images. Nevertheless,
the dehazing images with this method are often spotted by color distortion. He et al. [20] proposed
the famous dark channel prior (DCP), which can achieve compelling haze-free images and has
been widely used [21]–[26]. Later, the soft matting strategy in the DCP algorithm was replaced by
a guided filter [27], which greatly improved processing efficiency. Tarel et al. [28] proposed a novel
algorithm for visibility restoration based on a median filter to preserve both the edges and corners
of an image, and this method was able to achieve better results than those of other methods in
both color and gray-level images. However, the computational complexity rapidly increases as the
size of the image rising. Meng et al. [29] obtained a transmission map using a boundary constraint
assumption and contextual optimization. This scheme can effectively remove haze, but it exhibits
color distortion for objects having a similar color to that of atmospheric light. Berman et al. [31]
developed a nonlocal image dehazing algorithm based on the haze-lines prior; the algorithm can
be performed well at the edges of images but lead to color cast in some cases. Bui et al. [33]
proposed fast dehazing via the construction of color ellipsoids that were fitted statistically to hazy
pixel clusters in RGB space; the transmission values were then calculated through color ellipsoid
geometry. To overcome incorrect transmission estimation caused by a depth error in the skyline or
wrong haze information, Shin et al. [34] presented a novel optimization-based dehazing algorithm
that combined the radiance and reflectance components of an image with an additional refinement
using a structure-guided l0-norm filter.

More recently, studies have focused on learning-based methods that can significantly improve
the quality of image dehazing, and these methods have achieved promising performance in various
visual tasks [35]–[36]. Several studies have used CNNs to predict transmission [37]–[39]. Zhang
and Patel [40] proposed a densely-connected pyramid dehazing network (DCPDN), which used a
joint discriminator to decide whether the dehazed result was real or fake. Generative adversarial
networks (GANs) [41] have been used in image dehazing. Dong [42] proposed a multiscale boosted
dehazing network (MSBDN) with dense feature fusion based on the U-Net architecture. Zhu et al.
[30] proposed the color attenuation prior (CAP) and combined it with a data-driven approach.
Wang et al. [43] proposed a straightforward but remarkable prior—the atmospheric illumination
prior and applied multi-scale convolutional networks to identify hazy regions and restore deficient
texture information automatically. Li et al. [44] proposed an encoder and decoder architecture
which different from the generative network in basic conditional GANs, where the clear image is
estimated by an end-to-end trainable neural network. However, these methods are limited in some
applications where additional information or multiple images are not available, and single-image
dehazing based on the haze-optical model has no such limitation.
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Fig. 1. The schematic of the optical model for a hazy scene.

In a word, the main difficulty in solving single-image dehazing is the pair of unknowns, at-
mospheric light and transmission, which makes it a severely ill-posed problems. Most existing
methods solve this ill-posed problem based on priors or assumptions on transmission and scene
radiance. However, some areas of a hazy image that do not conform to these priors or assumptions
result in inaccurate transmission estimation, and haze-free bright pixels (such as white cars, lit
headlights/street lights, sunlight, etc.) often cause imprecise atmospheric light estimation, which
introduces halo artifacts and color distortion. Additionally, the computational speed is still a chal-
lenging issue that limits the application of these methods in real-time systems.

We propose a fast dehazing method based on a piecewise transformation that has less compu-
tational complexity than other methods. In this paper, the minimum channel of the haze-free image
is divided into two parts, the dark region and the bright region, by the average of the minimum
channel of the hazy image, establishing the piecewise transformation model between the minimum
channels of the hazy image and the haze-free image, including the quadratic function model for
the dark region and the linear transformation model for the bright region. Based on the haze
optical model with adjustment variables, an optimized estimation model for pixel-level transmission
is established by the minimum channels of the hazy image and haze-free image. The atmospheric
light is estimated twice, the first is a preliminary estimate and the second is an accurate estimate.
Finally recovering the haze-free image. The remainder of the paper is organized as follows. In
Section II the haze optical model is introduced and analyzed. We present the proposed algorithms
in Section III. In Section IV, subjective and objective experimental results and comparisons are
demonstrated and discussed. Finally, conclusions are then drawn in Section V.

2. Related Works
2.1 Haze Optical Model

The haze optical model was proposed by McCartney [45] is widely used to describe the formation
of a hazy image I(x), where x is the pixel index, and the model is usually depicted as

I(x) = J(x)t(x) + A(1 − t(x)) (1)

Where J(x) is the scene radiance, A is the global atmospheric light, and t(x) is the medium
transmission which indicates the portion of the light that is not scattered and reaches the camera.
A schematic of the optical model for a hazy scene is shown in Fig. 1. The scattering of atmospheric
particles is mainly divided into two parts: the first item is called direct attenuation which describes
the scene radiance and its decay in the medium, as shown by the solid line in Fig. 1; the second item
is called airlight which results from previously scattered light and leads to a shift in the scene color,
as shown by the dotted line in Fig. 1. While the direct attenuation is a multiplicative distortion of the
scene radiance, the airlight is an additive one. The main task of single image dehazing is to recover
a haze-free image J(x), A, and t(x) from the received image I(x), and this is an under-constrained
problem.

When the atmosphere is homogenous, the transmission t(x) can be expressed as [20]

t(x) = e−βd(x) (2)
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Fig. 2. Flow chart of the proposed method.

Where β is the global extinction coefficient of the atmosphere, and d(x) is the distance from
the scene to the camera. This indicates that the scene radiance is attenuated exponentially with
the scene depth and the global extinction coefficient. However, the exact values of the global
extinction coefficient and the depth information of an image are difficult to obtain. If we have some
prior knowledge about the single image that can be used to estimate the transmission and the
atmospheric light, then J(x) can be resolved according to Eq. (1).

2.2 Transmission Estimation Based on Minimum Channels

From Eq. (1), the expression for transmission can be obtained as

t(x) = 1− I(x) − J(x)
A − J(x)

(3)

Wang et al. [32] proposed that at least one reflection coefficient of the color component in a color
image is very small, and given the transmission estimation with the minimum channels as

t(x) = 1− Idark
c (x) − Jdark

c (x)

Adark
c −Jdark

c (x)
(4)

where c ∈ {r, g, b} , Idark
c (x) = minc (Ic(x)) is the minimum channel of the hazy image, Jdark

c (x) =
minc (Jc(x)) is the minimum channel of the haze-free image, Adark

c = min
c

(Ac) is the minimum of

the atmospheric light of the radiation channel of the hazy scene, and t(x) is an estimate of the
transmission. Here Idark

c (x) is a known quantity, Adark
c is a constant, and only Jdark

c (x) is an unknown
quantity.

3. Proposed Algorithm
In this section, we present a fast single-image dehazing method based on the minimum channel
piecewise transformation, the flow chart for this method is shown in Fig. 2. According to the
atmospheric scattering model, the proposed method is divided into five parts: 1) The influence of
Jdark

c (x) on transmission estimation is analyzed which based on minimum channels. 2) A piecewise
transformation model between Idark

c (x) and Jdark
c (x) is proposed, then Jdark

c (x) is obtained. 3) A single
channel atmospheric light Adark

c is estimated Using Jdark
c (x) , and adjustment variables (ωandσ ) are

introduced to optimize the transmission estimation model, and then the obtained transmission es-
timation is smoothed by guided filtering. 4) An accurate estimate of the three-channel atmospheric
light Ac

e is obtained according to the smoothed t(x). 5) The haze-free image is restored based on
the haze optical model.

3.1 The Influence of Jdark
c (x ) on Transmission Estimation

From Eq. (4), due to the existence of haze, the relationship between the minimum channels of
the hazy image and the haze-free image is as follows: Idark

c (x) ≥ Jdark
c (x), and t(x) ≤ 1. Assume that
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Fig. 3. The effect of different values of δ on transmission estimation.

Fig. 4. The haze-free images and the minimum-filtered images with different radius. (a) The haze-free
images. (b) r = 15. (c) r = 3. (d) r = 1.

there is a simple linear relationship between Idark
c (x) and Jdark

c (x) , such as Jdark
c (x) = δIdark

c (x), where
δ ∈ [0,1]. We choose δ = 0 , δ < 0.25, δ < 0.50, and δ < 0.75 , obtain the random value of δIdark

c (x )
(when Idark

c (x) ∈ [0,255]) to characterize the uncertainty of the value of Jdark
c (x) and set Adark

c = 250.
The obtained t(x) is shown in Fig. 3.

It can be seen from Fig. 3 that when δ = 0, that is Jdark
c (x) → 0 , Idark

c (x) and t(x) have a
linear relationship, as indicated the red dashed straight line. When δ > 0, that is, Jdark

c (x) �→0,
the value of t(x) increases as Idark

c (x) and Jdark
c (x) increase. As δ increases, when the pixels

value of Idark
c (x) are in the middle region (as shown by the black dotted rectangle in Fig. 3), the

deviations from the red dashed straight line are larger than those of the two end regions. That
is, when the pixel values of Idark

c (x) are in the middle region, the value of t(x) is most affected
by Jdark

c (x).
We select some sunny outdoor images from the Internet and carry out minimum filtering on

them. The filter radius are r = 15, r = 3, and r = 1 (that is, the minimum channels). Here, we
only provide three representative outdoor images and their minimum-filtered images, as shown
in Fig. 4. According to the dark channel prior [20], due to the existence of a large number
of outdoor shadows and bright colors, the dark pixels of the minimum-filtered image gradually
increase as the filter radius increases. This is true even for r = 1, that is, the minimum-channel
image also has a large number of dark pixels, namely, Jdark

c (x) → 0. That is, when δ = 0 , the
transmission estimate matches the red dashed straight line in Fig. 3. When the pixel values
of Idark

c (x) are in the middle region, the transmission t(x) is overestimated according to Eq. (4).
This requires our method to reduce the estimation of Jdark

c (x) in the middle region, and this can
increase the accuracy of the estimation of t(x). Therefore, we select the piecewise function to
estimate Jdark

c (x).
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Fig. 5. Curves of the changes of Jdark
c (x) with changes in Idark

c (x ) under different values of λ.

3.2 The Piecewise Transformation Model

We normalize Idark
c (x) and Jdark

c (x). Under hazy conditions, Jdark
c (x) increases with the increase of

Idark
c (x) , so we assume that there is a positive correlation between them, which can be expressed

by

Jdark
c (x) =ψc(Idark

c (x)) (5)

It can be seen that ψc(x) is an increasing function, and the value range and definition range of
ψc(x)are both [0,1]. The average of Idark

c (x) is MI, and we choose this average as the threshold and
divide Jdark

c (x) into two regions. The region smaller than MI is called the dark region, and the region
larger than MI is called the bright region.

In the dark region, the pixel values of images Jdark
c (x) and Idark

c (x) are close, but as Idark
c (x)

increases, Jdark
c (x) gradually increases, and Jdark

c (x) ≤ Idark
c (x), that is, the slope is less than or

equal to 1. As analyzed in the previous section, we should reduce the estimation of Jdark
c (x) in the

middle region, that is, the rate of increase should gradually decrease with the increase of Idark
c (x) in

the dark region. Therefore, we assume that Jdark
c (x) and Idark

c (x) conform to the quadratic function
relationship. The vertex of the quadratic function is set to (MI, λMI) and passes through the point
(0,0), λ is a constant parameter, so it can be expressed as

Jdark
c (x) = − λ

MI
(Idark

c (x)−MI)
2+λMI (6)

The slope of the quadratic function is

k = −2λ
MI

(Idark
c (x)−MI) (7)

When Idark
c (x) = 0, the slope k takes the maximum value kmax= 2λ, and when 2λ ≤ 1, we can

obtain λ ≤ 0.5. We choose MI= 0.4 when λ is 0.3, 0.4, 0.5 and 0.6 in the dark region, and when
Idark
c (x) <MI , the corresponding relationship between Jdark

c (x) and Idark
c (x) is shown in Fig. 5. The

black straight line indicates that Jdark
c (x) = Idark

c (x). It can be seen that Jdark
c (x) > Idark

c (x) in the local
area when λ > 0.5 , which is unreasonable. Only when λ ≤ 0.5 is the curve below the black straight
line, which satisfies Jdark

c (x) ≤ Idark
c (x).

In the bright region, that is, Idark
c (x) ≥ MI, we assume that there is a linear relationship between

Jdark
c (x) and Idark

c (x), and the value range and definition range in Eq. (5) are both [0,1]. Using
boundary conditions, according to the calculation model for the dark region, it can be obtained that
the linear function passes the points (1,1) and (MI, λMI), and the linear relationship is as follows:

Jdark
c (x) =1 − λMI

1−MI
Idark
c (x)+ (λ− 1)MI

1−MI
(8)
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Fig. 6. The relationship between Idark
c (x) and Jdark

c (x) for all dark and bright regions. (a) With different
values of λ; (b) With different values of MI.

Thus, we can obtain the piecewise functional relationship between Jdark
c (x) and Idark

c (x) as

Jdark
c (x) =

⎧⎨
⎩

− λ
MI

(Idark
c (x)−MI)

2+λMIIdark
c (x) < MI

1−λMI
1−MI

Idark
c (x)+ (λ−1)MI

1−MI
Idark
c (x) ≥ MI

(9)

When λ is 0.3, 0.4 and 0.5, and MI= 0.4, the relationship between Jdark
c (x) and Idark

c (x) for all dark
and bright regions is shown in Fig. 6(a). As λ decreases near to the value of MI= 0.4, the curve is
farthest away from the straight line of Jdark

c (x) = Idark
c (x).

In addition, using a lot of statistics, we have found that MJ/MI
≤ 0.5 in general, whereMJ is the

average of Jdark
c (x). In this paper, we chooseλ = 0.5 , the average of Idark

c (x) is limited to MI ∈
[0.35,0.65] in different hazy scenes, that is, when MI is less than 0.35, we set MI = 0.35; when
MI is greater than 0.65, we set MI= 0.65. When the values of MI are 0.3, 0.4, 0.5 and 0.6, the
corresponding relationship between Idark

c (x) and Jdark
c (x) is shown in Fig. 6(b).

Since haze causes the brightness of the image to become larger, the MI corresponding to Idark
c (x)

is also made larger. As MI increases, near the value of MI, the curve is farther away from the straight
line of Jdark

c (x) = Idark
c (x), and the area enclosed by the piecewise function curve and the straight line

of Jdark
c (x) = Idark

c (x) is increased, as shown in Fig. 6(b). The above analysis shows that when the
value of Idark

c (x) is in the middle region (near the value of MI), the relative distance of the deviation
of Jdark

c (x) from the straight line of Jdark
c (x) = Idark

c (x) is farthest, and it meets the requirements of the
analysis in the previous section for reducing the estimated value of Jdark

c (x) in the middle region.

3.3 Optimization of the Transmission Estimation Model

We substitute Jdark
c (x) from Eq. (9) into Eq. (4) to obtain an estimate of the pixel-level transmission

t (x ) , where λ = 0.5.

t(x) =

⎧⎪⎪⎨
⎪⎪⎩

1− Idark
c (x)+ 1

2MI
(Idark

c (x)−MI)
2− MI

2

Adark
c + 1

2MI
(Idark

c (x)−MI)
2− MI

2

Idark
c (x) < MI

1− Idark
c (x)− 2−MI

2−2MI
Idark
c (x)+ MI

2−2MI

Adark
c − 2−MI

2−2MI
Idark
c (x)+ MI

2−2MI

Idark
c (x) ≥ MI

(10)

The following process gives an estimate of the atmospheric light Adark
c , and then it analyzes and

optimizes t(x).
3.3.1 Acquisition of the Atmospheric Light Adark

c : According to Eq. (4), Adark
c = min

c
(Ac), and we

consider that the area with the highest gray value for Jdark
c (x) is the area for calculating the atmo-

spheric light. Therefore, the top 0.1% of the pixels of in terms of the maximum values of Jdark
c (x) are

Vol. 13, No. 2, April 2021 6801119



IEEE Photonics Journal Fast Single-Image Dehazing Algorithm

Fig. 7. Transmission derivatives and transmission estimates under different values of σ . (a) The
derivatives of the transmission estimates. (b) The transmission estimates.

selected as the area for calculating the atmospheric light, where �J ∈ 0.1%{top(count[Jdark
c (x)])},

the total number of pixels is N, and the average gray value of the three channels corresponding to
the hazy image Ic(x) is calculated as Ac, where c ∈ {r, g, b}. Then, the minimum value of the three
channels Ac is obtained as the atmospheric light value Adark

c = min
c

(Ac). The final expression is

Adark
c = min

c∈{r,g,b}

(∑
x∈�J

Ic(x)

N

)
(11)

3.3.2. Introduction of Adjustment Variables: To retain a very small amount of haze for the most
distant objects, we choose to introduce an adjustment variable ω (0 < ω < 1). When the value of
Idark
c (x) is small (close to 0) or large (close to 1) (as shown by the blue ellipses in Fig. 6(a)), the

value of Jdark
c (x) is obtained according to Eq. (9) and is relatively close to Idark

c (x). As a result, in
these local areas, the transmission t(x) calculated by Eq. (10) is relatively high. In general, due to
the influence of haze, when Idark

c (x) is smaller (such as dark objects or shadows in close range), we
think that the imaging distance is closer, and the t(x) obtained at this time is higher; this is in line
with the actual situation. However, when Idark

c (x) is large (such as in the sky or in an area with dense
haze in the distance), the imaging distance is far, the transmission estimated according to Eq. (10)
is large, and the real transmission is small. To solve this problem, we introduce an adjustment
variable σ in the transmission estimation model as

t(x) = 1 − ω
Idark
c (x) − σJdark

c (x)

Adark
c −σJdark

c (x)
(12)

We take the derivative of Eq. (12), and obtain the slope t′(x) as

t′(x) = ω
σ (Adark

c −Idark
c (x))

(Adark
c −σJdark

c (x))
2

(13)

We choose Adark
c = 0.95, Idark

c (x) = 0.8 and ω = 1; then, Jdark
c (x) < 0.8. When σ = 1, σ = 0.95,

σ = 0.9 and σ = 0.85, the obtained t′(x) and t(x) are shown in Fig. 7. It can be seen that the
smaller the value of σ , the smaller the value of t′(x) is, that is, the slower the t(x) growth rate is (as
shown in Fig. 7(a)). When Jdark

c (x) is held constant, the smaller σ is, the smaller the transmission t(x)
(as shown in Fig. 7(b)). t(x) increases as Jdark

c (x) increases; when Jdark
c (x) increases and becomes

close to Idark
c (x) = 0.8, that is, Idark

c (x) is larger in the bright region than in the dark region (such as
in the sky or in an area with dense haze in the distance), the transmission t(x) becomes smaller
than the adjustment variable σ = 1, and this solves the problem of overestimating the transmission
in the bright region.

In addition, the adjustment variable σ has little effect on the estimation of the transmission in the
dark region (as marked by a red ellipse in Fig. 7(b)). This method achieves a good balance between
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the dark and bright regions of the transmission estimation. In this paper, we choose σ = 0.95, which
leads to an improvement in the dehazing result.

Since the proposed method depends on the grayscale information of the image, any change in
the local transmission of the image should be relatively smooth. Therefore, we perform smooth
processing and comprehensively compare the mean filter, Gaussian filter, bilateral filter and
guided filter. Finally, the guided filter is selected for smoothing with high efficiency and good edge
preservation.

3.4 Accurate Atmospheric Light Acquisition

In the previous section, we obtained a smooth and accurate transmission map. We assume that
the area with the smallest transmission is the area with the highest haze density. We select the
top 0.05% of pixels in terms of the minimum values of the transmission map as the area �t ∈
0.05%{down(count[t(x)])} to calculate atmospheric light. The total number of pixels is M, and the
average gray value of the three channels of the hazy image Ic(x) is calculated, thereby obtaining
the accurate atmospheric light Ac

e of the three channels as

Ac
e=

(∑
x∈�t

Ic(x)

M

)
c∈{r,g,b}

(14)

3.5 Recovering the Scene Radiance

After the above modeling and analysis are completed, the transmission t(x) and atmospheric
light Ac

e are obtained. According to the haze optical model in Eq. (1), the final haze-free scene
is recovered as

J(x) = I(x) − Ac
e

max(t(x),t0)
+Ac

e (15)

t0 is an adjustment variable, and we set it to 0.01. The image recovered by Eq. (15) looks dim, and
we use the automatic color gradation method to enhance it.

4. Experimental Results
4.1 Display of the Related Results

Since the proposed algorithm is greatly influenced by the gray value of the hazy image, we choose
two hazy images named ‘Cones’ and ‘Sweden’ for testing. The ‘Cones’ image is a hazy image with
monotonous color, small areas of sky and no interference from white objects (as shown in the first
line of Fig. 8). ‘Sweden’ is a hazy image with rich color, sky areas and white car interference (as
shown in the second line of Fig. 8).

4.1.1. The Minimum Channel and Atmospheric Light Estimation: The averages of the ‘Cones’
image and ‘Sweden’ image are MI= 0.3759 and MI= 0.6100, respectively. The minimum-channel
image Idark

c (x) is obtained as shown in Fig. 8(a). According to Eq. (9), Jdark
c (x) is shown in Fig. 8(b).

According to Eq. (11) and Eq. (14), the two estimated atmospheric lights of the ‘Cones’ image
are Adark

c = 0.7431 and Ac
e= [0.7456,0.7623,0.7664]; the two estimated atmospheric lights of the

‘Sweden’ image are Adark
c = 0.9883 and Ac

e= [0.9915,0.9955,0.9967]. The positions are used to
calculate the atmospheric light which marked with red pixels in the hazy image, as shown in
Fig. 8(c) and Fig. 8(d).

The white car in the ‘Sweden’ image interferes with the proposed algorithm. For the initial
estimation of the atmospheric light Adark

c , 2.54% of the pixels are taken from the white car (the
area marked by the black circle in Fig. 8(c)). For the final estimation of the atmospheric light Ac

e,
the positions of the pixels are all in the distant sky area (as shown in the area marked by the black
rectangle in Fig. 8(d)). The proposed algorithm enhances the robustness of the correct estimation
of atmospheric light
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Fig. 8. Dark channel and atmospheric light estimation in hazy and haze-free scenes. (a) Minimum
channel image Idark

c (x). (b) Minimum channel image Jdark
c (x). (c) Preliminary estimation of atmospheric

light. (d) Accurate estimation of atmospheric light.

Fig. 9. Transmission estimation. (a) σ not introduced. (b) σ introduced. (c) Guided filtering. (d) He’s
method [20].

4.1.2. Transmission Estimation: To demonstrate the effect of transmission estimation clearly, we
use a pseudocolor image to display the transmission map, as shown in Fig. 9 (redder parts indicate
high values and bluer parts indicate low values). For the transmission estimation model, as shown
in Eq. (10), the estimated result is shown in Fig. 9(a). In the sky area and the low transmission
area with a large depth of field, the transmission is overestimated. When σ is introduced, the
transmission estimation model is used, as shown in Eq. (12), and the result of transmission
estimation is shown in Fig. 9(b). It can be seen that the estimation of the lower transmission
areas are more accurate after introducing variable σ (as shown in the blue area in Fig. 9(b)). After
guided filtering, the transmission images are smoothed and the edges are maintained, as shown
in Fig. 9(c).

Compared with the estimated transmission map of the dark channel by He [20] (see Fig. 9(d)), the
estimates of the transmission map in the distant view (as shown in the first row of black rectangles in
Fig. 9(c) and 9(d)), close-up trees and traffic signs (as shown in the second row of black rectangles
in Fig. 9(c) and 9(d)), and the pavement in the close-range view (as shown in the second row of
black ellipses in Fig. 9(c) and 9(d)) by the proposed method are all estimated more accurately. The
estimated transmission of the dark channel by He [20] is obviously low, and this causes the image
to be very dark or contain color distortion after dehazing (as shown by the subjective evaluation of
the dehazing results in the next section). The results show that our transmission map contains more
detail and truly reflects the underlying scene content, and our transmission map is more accurate
than the one by He et al. [20].
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Fig. 10. Some of the experimental results of the proposed method.

Fig. 11. Comparison of the results of different methods on single hazy images. (a) Input hazy image. (b)
He’s method [20]. (c) Tarel’s method [28]. (d) Meng’s method [29]. (e) Berman’s method [31]. (f) Shin’s
method [34]. (g) DehazeNet [38]. (h) CAP [30]. (i) DCPDN [40]. (j) MSBDN [42]. (k) Our method. (l)–(o)
are the enlarged images marked with rectangles in (a), (d), (g), (i) and (k). (q)–(u) are the enlarged
images marked with rectangles in (a), (g), (i), (j) and (k). (l1)–(p1) are the enlarged images marked with
rectangles in (a), (g), (h), (j) and (k). (q1)–(u1) are the enlarged images marked with rectangles in (a),
(b), (d), (h) and (k).

4.2 Subjective Evaluation

Some of the experimental results are shown in Fig. 10, including a total of eleven groups of
experimental images. For each group, the upper row shows the original hazy images, and the
lower row shows the dehazed images. Whether the depths of field of the images are large or small,
whether the colors of the images are rich or monotonous, and whether the details of images are
rich or insufficient, the proposed method can obtain images with natural colors and clear details
under all different conditions. The dehazing method can process images of different application
scenarios effectively, including common outdoor images, aerial images (Fig. 10(i)), satellite remote
sensing images (Fig. 10(j)), and underwater images (Fig. 10(k)). Therefore, the algorithm in this
paper has the potential to deal with hazy images in a wide range of applications.

4.2.1. Hazy Images with Different Color Complexities: Considering differences in color complex-
ity, we choose two groups of hazy images, where the colors of the images ‘Cones’ and ‘Pumpkins’
in the first and second row of Fig. 11 are monotonous. The colors of the images ‘Sweden’ and
‘Geese’ in the third and fourth rows of Fig. 11 are rich and contain white regions that are hard
to handle because most existing dehazing methods are sensitive to the white color. We compare
our results with those of nine state-of-the-art visibility restoration algorithms: He’s [20], Tarel’s [28],
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Fig. 12. Comparison of the results of different methods on single hazy images. (a) Input hazy images.
(b) He’s method [20]. (c) Shin’s method [34]. (d) Berman’s method [31]. (e) DehazeNet [38]. (f) DCPDN
[40]. (g) MSBDN [42]. (h) Ours method.

Meng’s [29], Berman’s [31], Shin’s [34], DehazeNet [38], CAP [30], DCPDN [40], and MSBDN [42].
In this paper, all the dehazing methods that are chosen for comparison purposes have code or
different recovery images that can be easily downloaded from the author’s website.

Fig. 11(a)–Fig. 11(j) are the hazy images and dehazing results. In Fig. 11(b), He’s [20] method
underestimates the transmission of trees, traffic signs and streets in the close range which causes
the dehazed image to become very dark or even distorted in these areas. Similarly, Berman’s [31],
Meng’s [29] and Shin’s [34] algorithms also cause the image to become very dark due to the low
transmission estimates, such as the trees in hazy images with rich color (Fig. 11(d) - Fig. 11(f)).
However, in hazy images with monotonous colors, these three methods often suffer from insufficient
dehazing and color distortion.

Although the dehazing results of Tarel’s [28] (Fig. 11(c)) are not change to dark in both either
the near or distant scenes, the haze removal ability of the algorithm is insufficient which leads
to bad visual results. In comparison, the learning-based methods have high color fidelity, but the
CAP [30] (Fig. 11(h)) and MSBDN [42] (Fig. 11(j)) methods tend to leave haze in the results. The
DehazeNet [38] (Fig. 11(g)) and DCPDN [40] (Fig. 11(i)) methods are effective in removing haze
in close regions but looks blurry in distant regions because the learned features usually cause
overestimated transmission maps. It can be seen that whether the color is monotonous or rich,
our results (Fig. 11(k)) have high contrast and realistic color because our method can accurately
estimate transmission and atmospheric light.

We select representative areas (marked by rectangles) from the dehazing results of different
methods to zoom in, as shown in the fifth and sixth rows of Fig. 11. The enlarged images show that
although the proposed method depends on the gray values of the images, it is not been affected by
white objects (such as white cars and white geese). These bright objects are recovered very well,
and other scenes of the images are recovered with rich details and high color fidelity. It is better
than the other algorithms in the dehazing stability.

4.2.2. Hazy Images with Different Depths of Field: The classical hazy images ‘Girls’ and
‘NewYork2’ have shallow and large depths of field respectively (as shown in Fig. 12 (a)). We choose
them as the second group images for qualitative comparison. Fig. 12 (b) - Fig. 12 (f) show the
results of He’s method [20], Shin’s method [34], Berman’s method [31], DCPDN [40], MSBDN [42]
and the proposed method, respectively.

In the first row of Fig. 12, He’s [20], Berman’s [31] and DCPDN [40] algorithms improve the
contrast significantly, but the colors of the images are obviously distorted. Shin’s method [34],
DehazeNet [38], MSBDN [42] and our method achieve better dehazing results than the other three
methods, and the partial images outlined by the red rectangles in the dehazing results are enlarged,
as shown in the upper left corner of Fig. 12. It can be seen that our algorithm can overcome the
color distortion and yield good visual results with many details and high contrast.

Vol. 13, No. 2, April 2021 6801119



IEEE Photonics Journal Fast Single-Image Dehazing Algorithm

Fig. 13. Comparison of the results of different methods on single hazy images. (a) Input hazy images.
(b) He’s method [20]. (c) Shin’s method [34]. (d) Berman’s method [31]. (e) DehazeNet [38]. (f) DCPDN
[40]. (g) MSBDN [42]. (h) Our method.

In the second row of Fig. 12, Berman’s method [31] and DCPDN [40] also obviously suffer from
color distortion, especially for long-shot scenery. Although the dehazing results of MSBDN [42]
not darkened or brightened, the haze removal ability is insufficient and the dehazed image is still
very blurry. Compare with He’s method [20], DehazeNet [38] and Shin’s method [34], the proposed
method avoids color distortion and have clear structures. The enlarged images are outlined by the
red rectangles as shown in the upper left corner of Fig. 12.

4.2.3. Hazy Images with Sky Areas: The sky region with a hazy image is a challenge for
dehazing methods, because clouds and haze are similar natural phenomena with the same
atmospheric scattering model [40]. Two widely-used test images with large sky areas (‘Mountain’
and ‘Man’) are commonly chosen in dehazing papers, as shown in the first and second rows of
Fig. 13, respectively. We also choose two real-world outdoor hazy images from the test subset
SOTS of the RESIDE dataset [46] for testing as shown in the third and fourth rows of Fig. 13. All
the results are compared with those of six state-of-the-art methods: He’s [20], Shin’s [34], Berman’s
[31], DehazeNet [38], DCPDN [40], and MSBDN [42].

As shown in Fig. 13, the details of the scenes and objects are effectively restored by He’s method
[20], Shin’s method [34], Berman’s method [31] and DCPDN [40]. However, the results significantly
suffer from color distortion and halo artifacts in the sky regions. Overall, the sky regions of these
images are much darker than they should be which are oversaturated and distorted. DehazeNet
[38], MSBDN [42] and our method have the most competitive visual results. In sky regions, such
as the areas marked by red ellipses in the first row of Fig. 13, all three methods seem to be able
to maintain the natural colors of the sky regions, but our method has more cloud edge details than
the other two methods.

In the near shots, such as the enlarged images of the areas marked by rectangles in the third row
of Fig. 13, the DehazeNet [38] method restore the trees to black (as shown in Fig. 13(e)), losing
the original information of the trees, while the lighter colors of the images output by MSBDN [42]
enable us to distinguish the details. However, the dehazed images with natural colors and easily
distinguished details are obtained by the proposed method.

At medium distances, as shown in the enlarged images of the areas marked by rectangles in the
second row of Fig. 13, it can be seen that the dehazing ability of MSBDN [42] is insufficient and
that the contrasts of the dehazed images are low, while the dehazed images of DehazeNet [38]
and the proposed algorithm have high contrast and clear details.

From the enlarged region of the images marked by rectangles in the lower left corner in the fourth
row of Fig. 13, compared with Berman’s method [31], DehazeNet [38] and MSBDN [42], we can
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Fig. 14. Comparison of the results of different methods on single hazy images. (a) Input hazy images.
(b) Fattal’s method [18]. (c) Shin’s method [34]. (d) CAP [30]. (e) DehazeNet [38]. (f) DCPDN [40]. (g)
MSBDN [42]. (h) Our method.

find that the proposed method can obtain higher contrast while retaining the fine structures and
natural colors, even for some regions that are far away from the camera.

From the above analysis of Figs. 13, the proposed method can achieve a promising dehazing
effect with little color distortion and few halo artifacts in the sky. The details are enhanced, and the
contrast is improved in each imaging ranges. It shows outstanding performance compared to some
of the well-known methods in terms of human visual perception thanks to the effectiveness of the
transmission estimation model and the doubly-accurate estimation of atmospheric light.

4.2.4. Hazy Images with Inhomogeneous Haze: The above experiments all deal with homoge-
neous haze in outdoor images. In fact, the proposed algorithm can also be applied to remove
inhomogeneous haze and dense haze. Here, we select an image with inhomogeneous haze
(Fig. 14(a)) from Fattal’s paper and compare with the images output by Fattal’s method [18], Shin’s
method [34], CAP [30], DehazeNet [38], DCPDN [40], MSBDN [42] and our method.

The results of Shin’s algorithm [34], CAP [30] and DehazeNet [38] look very dim, and the details
are not clear (Fig. 14(b)). DCPDN [40] and MSBDN [42] tend to leave haze in the results. Even
if Fattal’s algorithm can remove the haze more completely than our method, the sky region is too
bright, and the colors of some tree regions are too light (Fig. 14(b)). Our algorithm employs a
piecewise model transformation, which obtains estimation of the transmission map accurately and
keeps a very small amount of haze subtly, resulting in a natural recovery of the image, as shown in
Fig. 14(h).

4.3. Objective Evaluation

In this section, we choose reference and non-reference image quality assessment metrics to
evaluate the performance of the compared methods in terms haze removal. Four images named
‘Cones’, ‘Pumpkins’, ‘Sweden’ and ‘Geese’ in Fig.12 are selected to test the results of He’s method
[20], Tarel’s method [28], Meng’s method [29], CAP [30], Berman’s method [31], Shin’s method [34],
DehazeNet [38], DCPDN [40], MSBDN [42] and ours.

Firstly, the rate of new visible edges ‘e’ and mean ratio ‘r’ of the gradients at visible edges [47]–
[48] are chosen as the reference image quality assessment metrics. High values of ‘e’ and ‘r’
obtained by a method indicate that the method achieves a better performance than others. We
calculate ‘e’ and ‘r’ for an objective comparison of the haze removal effects achieved by different
methods, as shown in Fig. 15 and Fig. 16, respectively. Fig. 15 shows that the value of ‘e’ obtained
by our algorithm is close to or higher than those of the other compared algorithms. In Fig. 16, we
can see that the value ‘r’ obtained from the images by our method are the highest among these
dehazing methods.

Secondly, we use the popularity of the full reference PSNR and SSIM metrics to evaluate
the dehazing results, and select two images in the SOTS dataset (the third and fourth rows of
Fig. 13) for experiments, as shown in Table 1. It can be seen that although MSBDN [42] method is
insufficient to remove the haze, it has obtained the highest PSNR and SSIM. This is not only due
to the small distortion of the MSBDN [42] method, but also the ground truth of outdoor images in
the SOTS dataset are related to a certain amount of haze. Although Berman’s [31] method obtain
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Fig. 15. Experimental data histograms of ‘e’ .

Fig. 16. Experimental data histograms of ‘r’.

TABLE 1

Objective Comparison of SSIM and PSNR

the PSNR and SSIM in third row of Fig. 13 are similar to ours, the values obtained in fourth row of
Fig. 13 are too small. Among the remaining results, our method obtains higher PSNR and SSIM.

Thirdly, the mean square error (MSE) and image information entropy (IIE) were chosen as non-
reference image quality assessments to evaluate the image dehazing performance [23]. If the
MSE and the IIE are larger, it indicates a better performance by the image dehazing method being
examined, that is, the method makes the image details clear and the contrast high. We calculate the
MSE and the IIE for an objective comparison of different dehazing methods, as shown in Table 2.
The MSEs of the images dehazing by the method of Berman’s [31] and DCPDN [40] are higher
than those of our algorithm, because the Berman’s [31] method produce serious overcorrections
in the images, making the image contrasts higher and the MSE larger. The dehazed images are
obtained by DCPDN [40] method with very clear details in the near shot, resulting in high MSE
values, but poor dehazing ability in the distance.

Finally, we have found that BeDDE is a real-world benchmark dataset for evaluations of dehazing
methods. Six images of Beijing with medim or heavy fog concentration were selected of this
dataset for the experiments, they are beijing_2.png, beijing_4.png, beijing_5.png, beijing_6.png,
beijing_11.png and beijing_13.png. The clear images and mask images of Beijing are shown in
Fig. 17. We compared them with VI [49], RI [49], VSI [50], GMSD [51] and FMI [52] as shown in
Table 3. The VI, RI and VSI of the dehazed images are highest by our method, although the values
of GMSD and FMI are not the highest, they are also very close to the highest value of He_Gd’s
method and CAP method, which fully demonstrate the effectiveness of our method.
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TABLE 2

Objective Comparison of IIE and MSE

Fig. 17. The clear image and mask image of Beijing.

TABLE 3

Other Objective Comparisons

4.4. Running Time Analysis

To verify the speed advantage of the proposed method, various images in this paper with different
resolutions are tested. To ensure the fairness of the comparison, we select the methods whose
open source code are running in the MATLAB environment, which are He’s method [20], Tarel’s
method [28], Meng’s method [29], CAP[30], Berman’s method [31], Shin’s method [34], DehazeNet
[38]. Here, He_Gd is the DCP+guided filtering method [27].

All of the algorithms are implemented in MATLAB 64-bit on a DELL notebook computer equipped
with an Intel Core i7-4712HQ processor @2.3 GHz and 16 GB memory. According to the size of
the image resolution (increasing from small to large), Table 3 lists the running-times of the eight
dehazing methods from top to bottom. In order to present the data in Table 4 more intuitively, we
present it in the form of a graph as shown in Fig. 18.

From Table 4, we can see that when the image resolution is lower than 576×768, Berman’s [31]
algorithm is the most time-consuming. As the resolution increases, Tarel’s [28] method takes the
longest time. When the image resolution is 576×768, Tarel’s method takes up to 22.746 s. Because
Tarel’s [28] method is optimized using a median filter, its computational complexity increases rapidly
and it has the maximum slope (as shown by the red curve in Fig. 18). In Fig. 18, as the image size
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TABLE 4

Running Times of Different Methods (Unit: S)

Fig. 18. Curves of relative time changing with the image size.

Fig. 19. Failure of the proposed method. (a) Input image. (b) Our result. (c) Our transmission map.

increases, the time consumed by He’s method [20], Meng’s method [29], CAP [30], Shin’s method
[30], DehazeNet [38] and ours gradually increase. The running time of CAP [30] is comparable to
our method, but as the resolution increases, the running time of CAP [30] method is slightly higher
than ours, because the time-consumption curve for our method has the smallest slope.

5. Conclusion
For a single hazy image, a fast dehazing method based on a piecewise transformation model is
proposd. Taking the average of the minimum channels of the hazy image as the threshold, the
minimum channels of the haze-free image are divided into two regions: a dark region and a bright
region. Establishing the piecewise transformation model for the minimum channels of the hazy
image and haze-free image, including the quadratic function model for the dark region and the
linear transformation model for the bright region, enables us to obtain the minimum channel of the
haze-free image. Based on the haze optical model, the estimation of the transmission model is
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established by the minimum channels of the hazy image and the haze-free image. In view of the
problem of overestimation of transmission in areas with large depths of field, an adjustment variable
is introduced to optimize the transmission estimation model.

The atmospheric light is estimated twice, the initial estimation is used to obtain a single channel of
atmospheric light based on the minimum channel of the hazy image, thereby obtaining a pixel-level
transmission estimate, and guided filtering is used for local smoothing and edge detail retention.
The smoothed transmission map is used to adaptively obtain a highly accurate global atmospheric
light. Finally, the haze-free image is recovered.

To perform comparisons of our method with the other state-of-the-art methods qualitatively
and quantitatively, a series of experiments are additionally implemented to demonstrate that the
proposed algorithm obtains high-quality, haze-free images with abundant distinguishable details,
low color distortion and few halo artifacts. The proposed method can not only meet the visual
requirements of applications in subjective terms but it also has great advantages in terms of
implementation efficiency.

However, the proposed algorithm is not suitable for some specific images. When an object in
a large-area scene is essentially similar to atmospheric light, no shadow is projected on them
(as shown for white marble in Fig. 19(a)). The minimum channel of scene radiation has bright
values near such objects. As a result, our method could underestimates the transmission of these
objects (as shown in Fig. 19(c)), which causes images to darken and contains color deviations
after dehazing, as shown in Fig. 19 (b). For future work, we will conduct research on such images
to improve the robustness of the algorithm to meet the needs of various practical application
scenarios.
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