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ARTICLE INFO ABSTRACT

Keywords: Compared with other optical diffractive neural networks, the express wavenet (ExWave) is an improved and
Machine learning efficient network which adopts much fewer parameters. For advantages of the ExWave, firstly, the wavelet-
Optical diffractive network like pattern is used to modulate the phase of optical waves; secondly, the number of parameters can be

Random shift wavelet

reduced from O(n?) to O(n), for the input image with n? pixels; thirdly, the accuracy can be still high with
Expressway network

only 1% of total parameters of the famous D?> NN. Besides, in the modified national institute of standards
and technology (MNIST) dataset, 93.5% accuracy can be achieved with only 2457 parameters, nevertheless,
250880 parameters are required to meet a similar accuracy for the standard optical network. Moreover, the
random shift wavelets exhibit characteristics of optical network vividly, especially for the vanishing gradient
phenomenon in the training process. We present the modified expressway structure for solving this problem.
Afterward, simulation have been carried out to validate effects of both random shift wavelet and expressway
structure. Finally, it can be shown that the optical diffractive network in this work utilizes much fewer
parameters than other neural networks. The detailed source code can be available in the following link:
https://github.com/closest-git/ONNet.

1. Introduction differences between DNet and multiple layer perceptron (MLP) in
detail [4]. Gao [5] exhibited how to hide and encrypt images by using

The diffractive optical neural network (DNet) is a novel machine DNet (or cascaded phase-only mask architecture). And the DNet was
learning framework [1-4], which can ceaselessly learn from the chang- adopted to perform optical logic operations [6]. Mengu [7] showed
ing of optical wave distributions. The DNet adopts stacker diffractive how to integrate DNet with electronic neural networks to improve
layers to modulate the amplitude or phase of optical wave propaga- accuracy. Zheng et al. proved the orthogonality of DNet later [8]. [9]

tion. In the output layer, different optical distributions correspond to
different classifications. DNet is mainly composed of optical devices.
The prediction (forward propagation) operation of DNet is carried out
at the speed of light, which is much faster than that of electronic neural
networks. Therefore, its main advantage is high speed and low power
consumption. After Lin’s innovative work [1], lots of papers appeared
to study this framework from different perspectives. The accuracy of
DNet was improved by the broadband structure [2]. The differential
measurement technique was implemented to improve accuracy [3].
Afterward, Chen and Zhu presented the analysis to show some key layer has many pixels, which is an independent modulation element.

uses adjoint variable methods to derive the photonic analogue of the
backpropagation algorithm. [10] is a comprehensive review on the
photonic neural networks, which gives a concise explanation of the
advantages of DNet over electrical network. In this paper, we show one
more advantage of DNet which could use much fewer parameters than
other types of neural networks.

As shown in Fig. 1, DNet use stacker diffractive layers to modulate
the amplitude or phase of optical wave propagation. Each diffractive
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Fig. 1. The structure of Express Wavenet: the shift wavelet which translates the wavelet
randomly.

Eq. (1) gives the modulation of each pixel p:
modulation, = a,exp(j,) (€8]

where a, is denoted as changing the amplitude of optical wave and ¢,
is adopted to change the phase. As described in [4], the modulation is
actually an activation function on optical transformation. In this work,
we here only discuss the modulation of phase. Only phase modulator
¢, would be learned by the network and a, would always be 1. Each
pixel is treated as an independent parameter [1-3]. To the best of our
knowledge, we find these pixels could be arranged in a wavelet pattern.
As shown in Fig. 1, pixels at the same wave circle have same ¢,. So for
the layer with »? pixels, the wavelet pattern would reduce the number
of parameters from O(n?) to O(n). For the case with a 10-layer network,
the side length for each layer is 224, the number of parameters would
be reduced from 250880 to 2457. Only 1% parameters are adopted in
our work, compared to the famous D>NN [1-3].

As far as we know, the wavelet pattern not only reduces the number
of parameters greatly, but also reveals more intrinsic characteristics of
optical network. By observing the changing process of wavelet in the
training, we can find the obvious “vanishing gradient” phenomenon —
the gradients of earlier layers become smaller and smaller [11]. This
would make it really hard to learn and tune the parameters of the
earlier layers. In the case of the deep convolutional neural networks
(CNN) [12,13], the vanishing gradient problem is a long-standing prob-
lem and has been studied deeply. There are many powerful techniques
to overcome this problem. However, in the much simpler DNet, there
are limited techniques. As Fig. 4 shows, the wavelets in earlier layers
are almost the same as the initial pattern and only the last few layers
have significant changes. Compare to the random patterns used in other
groups [1-4], the wavelet pattern would show the change of parameters
in each layer much more clearly. So wavelet pattern would help optical
network researchers to study the “vanishing gradient” phenomenon
more effectively.

In this paper, two efficient and creative techniques are proposed
to train a DNet with quite few parameters. As reflected in Fig. 1, the
first technique we present is the shift wavelet which translates the
wavelet randomly. And the second one is the expressway structure.
In the proposals, the output of each layer not only plays a role of the
input of the next one, but also directly accumulates with the weighting
coefficient to the final layer. In this work, the improved network with
these two features is referred as the express wavenet (ExWave), and its
effectiveness has been verified by software simulation. Furthermore, in
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the modified national institute of standards and technology (MNIST)
dataset, only two thousand parameters are required to achieve 93.5%
accuracy, leading to much more efficient than the classical deep CNN.
To our knowledge, it should be the minimal DNet for the MNIST
classification problem.

For simulation applications of the ExWave, we have developed the
ONNet. It is an open-source Python package on the framework of
PyTorch [14,15], and then codes can be available and downloaded at
https://github.com/closest-git/ONNet. The ONNet can provide many
tools to users for studying optical neural networks.

2. Express wavenet with random shift wavelet

To describe the problem more concisely, we give the following for-
mulas and symbols. Let complex function f(x;6) is the target function
parameterized by 0 in complex space C. Given training data D = {(x, )}
where x denotes the input image and y the class number. The DNet tries
to learn the function f(x; ) by stacked L diffractive layers. For a pixel
i in layer I,z is its input and A/ is its activation (output). The z! is a
weighted summary of all activation hi’l from the previous layer.

zf = 2 cu;;.] hL_l 2)
k

wﬁu. is the weight coefficient for each pixel k in the previous layer:

| (i—k) (1 1 Jj2xr
o= —+ — 3
P r2 (27zr + j/1> exp < A &)

where r is the distance between pixel k and i, 4 is the wavelength of
optical wave. For the detailed derivation process of this coefficient of
wf“., please see [1-3].

The diffractive layer would change the input zﬁ by the modulation
of its amplitude and phase. Let "zl' is the change of amplitude, and 4’11- is
the change of phase, then the modulation coefficient tf is:

1 = ajexp(j)) @
Finally, the activation hf is the production of modulation coefficient tﬁ
and input z':

n =1zl (5)

i

The key components of ExWave are respectively random shift wavelet
and expressway network structure which are described in detail as
follow.

2.1. Random shift wavelet

In the first place, let n is the side length of each layer, each pixel p is
represented by its coordinate as (x, ), x,y € {1,2,...,n}. In the previous
work [1-3], all the »n? pixels are independent variables as the formula
(5). They take random initial value between (0,2x). Then network
would adjust the @, to learn a better model. So the total number of

parameters is n.

ﬂp = random(0, 2x) for each p(x,y) x,y € {1,2,...,n} 6)

We here present a wavelet-like pattern to decrease the number of
parameters. At first, we select a fixed point q randomly, then set @, on
the distance between p and q. The detailed algorithm is as follows:

Algorithm 1 Random shift wavelet algorithm to set the value G)p

1 Randomly select a fixed point g = (xq, yq)

2 for each pixel p(x ) in the layer, get its L* distance to g

V.

234
L! distance between p and q: L(p,q) = |:rp —:cq| + |yp — _yq|

3 Find all concentric circles

4 For each circle C, set a random value @ € (0,2m)

5 For each pixel p in circle €, @, = O, VpE€ C
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In view of some typical pattern in each layer shown in Fig. 1, it is
clear that many concentric circle pixels just like wavelets on the water
surface, therefore, these patterns are called as the wavelet. Every layer
contains at most \/2n concentric circles, and hence total parameters are
reduced to O(n).

To our knowledge, if we adopt the wavelet pattern without random
translation, accuracies will descend due to the fact that all fixed points
q are the center of layer (¢ = (n/2,n/2)) Moreover, simulation from
different datasets have validated this point. As the training in the deep
CNN, the training with randomness can further improve the accuracy
so that the learned model could have better generality.

2.2. Expressway network structure

“Vanishing gradient” is a common problem in the training of neural
networks, especially for deep networks with many layers. Similarly, this
kind of phenomenon also exists in the optical diffractive networks. In
the case of wavelet network, intuitive and vivid displays are given, as
shown in Fig. 4. It can be concluded that only the wavelet in the last few
layers has significant changes, however, changes are much not obvious
in the early layers.

To conquer this problem, several techniques have been shown in
the classical deep learning [16,17]. In the highway networks [16], the
forward propagation is defined in Eq. (7):

2= L WINT 4 A (=T %)

Where Z/ is the output at / layer, W'~! is the weight matrix. The gating
function T/ in [14] is just the sigmoid function. That is T/ (x) = 1/(1+¢—).
So when at some layer /,T! = 0, the output z' is nearly the input z/~!.
The layer / will directly utilize the outputs of previous layers, which
can create an information highway to pass gradient information in the
back propagation. Therefore, highway networks will train out very deep
networks with hundreds of layers.

But for the optical network, there is no easy way to implement
the sigmoid gating function. The output of each diffractive layer is
actually optical waves at speed of light. For some diffractive layers
in the middle, how to accumulate outputs from previous layers? It
means that the transmission of light in the middle layers is stopped to
merge outputs of previous layers. To merge outputs of middle layers
into the output of final layer, we here develop a modified version
of the highway network instead of merging operations in the middle
layers. The output is just accumulated in the final layer, defined as the
following equation.

zoutput = z zZjw (8)
i

In the same way, we still observe similar phenomenon in the testing
dataset. In a conclusion, these expressway structures will send gradient
information to the previous layer, leading to improving the accuracy.

3. Results and discussions

In this section, we test the ExWave on two datasets including
both MNIST [18] and fashion-MNIST [19]. The MNIST dataset is a
commonly used dataset of handwritten digits, which contains 60000
training and 10000 testing images, respectively. The fashion-MNIST
consists of a training set consisting of 60000 examples belonging to
ten different classes and a test set of 10000 examples.

As reflected in Fig. 2, it shows some contents of both MNIST and
fashion-MNIST datasets. As indicated in [4], the optical diffractive
network is still in its infancy. So, these two simple testing datasets can
still be used for testing. Afterward, we will plan to test larger and harder
datasets in the future work.
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Fig. 2. MNIST and fashion-MNIST datasets show some contents of MNIST and
fashion-MNIST datasets (10 classes).

Table 1
Accuracy on the different algorithm combinations.
MINST Fashion-MNIST
Express Wavenet 93.5% 83.5%
Only shift wavelet 90.8% 78.7%
Only Expressway 89.3% 77.4%
No shift wavelet, no Expressway 80.3% 71.7%
Accuracy in [1] 93.39% 81.13%

3.1. Accuracy and model parameters

Now, we train a 10-layer ExWave with the side length of each layer
is 224. This network only requires 2457 parameters whose distribution
for each layer in number is set as below (260, 238, 224, 286, 253,
209, 282, 190, 219, 286). It is shown in Fig. 3 that learning curves
are plotted for these two testing datasets. The classification accuracy is
93.5% for the MNIST and 83.5% for the fashion-MNIST.

As depicted above, ExWave has two unique techniques, including
shift wavelet technique and expressway structure. As shown in Table 1,
therefore, four combinations are listed. It is clear that both techniques
can significantly improve accuracy. (1) Compared to fixpoint wavelet,
the random translation can improve accuracies from 80.3% to 90.8%
for the MNIST, and from 71.7% to 78.7% for the fashion-MNIST. (2)
With expressway network structure, the accuracy increased from 90.8%
to 93.5% for the MNIST, and from 78.7% to 83.5% for the fashion-
MNIST. This significant improvement does verify the effectiveness of
expressway structure.

Table 1 also lists the accuracy of famous D2NN in [1]. Their model
needs 0.2 million parameters to reach 93.39% in MINST and 81.13%
in Fashion-MNIST. And our model only needs 2000 parameters! So
we only use 1% of the parameters to achieve comparable accuracy.
This comparison also verified the effectiveness of shift wavelet and
expressway structures.

3.2. Wavelet pattern

The wavelet pattern of ExWave provides a vivid way to reveal the
training process in detail. Fig. 4 shows the wavelet pattern at different
epochs. These images in Fig. 4 actually exhibit the sine transformation
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of #,. Regardless of the value of §,,sin(f,) will always be in the range
of [-1, 1]. So the range of colorbars in these figures are —1 to 1.

In Fig. 4, the first row is the initial random pattern, containing
dense concentric circles with many mutations. As the training goes on,
then changes are obviously observed in the last few layers, at which
the wavelet becomes sparse and more regular. The pattern in the early
layers is also changing, but it is much fainter. Therefore, it is a clear
sign of “vanishing gradient” phenomenon.

4. Conclusions

In this paper, we have developed the ExWave, which reveals more
characteristics of optical diffractive networks. In the first place, our
optical diffractive network with random shift wavelet only needs one
percent parameters to achieve comparable accuracy of classical DNet.
In addition, the vanishing gradient phenomenon in the training process
is hard to be overcome by the simple structure in the classical DNet. To
relieve and improve this problem, an expressway structure is adopted.
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Based on this technology, we can further improve the accuracy. We
have developed an open-source package ONNet, which would help
researchers in this area.
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