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A B S T R A C T

To obtain relatively high imaging quality in the whole field of view and simultaneously create petabytes of
data with a high signal-to-noise ratio, the alignment requirements for the dark energy camera (DECam)-like
wide field active optics survey telescope are strict. Ensuring the real-time alignment of the system is the most
important target for the future DECam-like large survey telescope due to the requirement for ellipticity of
stellar image across the full field of view is much higher than the traditional telescopes. In such case, the
alignment procedure needs to be designed more carefully to consider the large dynamical range and tight
residual optical aberration at the same time The error of coarse alignment, influence of camera seeing, error
of wavefront sensing, and interaction between the active optics and primary focus assembly and the active
optics nonlinear factors, are analyzed by focusing on the DECam-like wide-field active optics survey telescope.
Finally, the error of a real time active optics system is analyzed using the normalized point source sensitivity
(PSSn). The PSSn of an ideal telescope is 0.9698 and the PSSn of a telescope with an alignment error is 0.8359.
This work will be a good guide for the design of future large survey telescopes.
. Introduction

In the age of big data astronomy, a dark energy camera (DECam)-
ike wide field active optics survey telescope with a primary focus
ssembly can collect light with higher efficiency, which is the key to
he future development of time domain astronomy [1,2]. The large
ark energy survey telescope, which is designed to prove the existence
f dark energy and dark matter, is required to possess high imaging
uality and low geometric distortion over the whole field of view
FoV) [3]. As a result, its optics system is more sensitive to the mis-
lignment of optical elements. Moreover, this trend is exacerbated by
he low stiffness of a large telescope’s mount and truss. Therefore, the
etector assembly and optical elements of a large wide-field telescope
equires the independent and real-time positioning during observation
o ensure the acquisition of faint stellar. Thus, an active optics system
AcOS) is required for future large survey telescopes to maximize
heir observation ability and simultaneously lower the requirements of
ptical manufacturing and assembling accuracy.

The AcOS is provided with feedback by the wavefront sensing
ystem. The curvature sensor, which is more advanced than other
avefront sensors for large survey active optics telescopes, was pro-
osed by Roddier in 1988 [4]. Its basic principle is that the change

∗ Corresponding author.
E-mail address: anjj@mail.ustc.edu.cn (Q. An).

in the wavefront curvature at the pupil will cause a corresponding
change in the light intensity distribution in the intra and extra focus
images. According to the transport of intensity equation (TIE), the
wavefront phase is further resolved. The curvature sensors, which align
the telescope in real time during the digital sky survey procedure, were
used in almost all the large active optics telescopes with a wide field,
owing to the telescopes’ small F #, tight focal plane space and detector
Dewar’s refrigeration.

Telescopes with a ‘‘slow’’ optical profile, such as 8 m Very Large
Telescope (VLT), are insensitive to the tip/tilt of the secondary mirror.
The effect of coma can be effectively avoided by rotating around the
pivot points. However, large survey systems require a higher degree
of freedom constraint on the secondary mirror due to the off-axis
aberration. For example, 1 m Korea Research Institute of Standards and
Science(KRISS) system can manually calibrate the relative relationship
between primary and secondary mirrors by wavefront of multiple fields
of views, and the mean square root of system wavefront is better than
𝜆∕5 ( 𝜆 = 600 nm ) [5,6]. Merit function regression method is efficient
for the alignment control of two-mirror optical systems. What is more,
for 2.6 m VST and 2.6 m VISTA telescopes, alignment is also based on
analytic expression of two-mirror optical systems.
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Primary focus is the most efficient position to locate survey in-
truments. DECam is one of the most successful survey instruments/
elescopes (Mayall, Large Binocular Telescope, Subaru, etc.) with pri-
ary focus assembly (PFA) because of its 1.5◦ FoV [7–10]. Moreover,

ne of China’s most advanced wide-FoV optics instruments, the Wide
ield Survey Telescope, will also be fitted with a PFA in the near
uture [11]. However, for the primary focus telescope(DECam-like),
lthough it has the advantages of simple system and high optical
fficiency, its alignment cannot be expressed analytically. At the same
ime, the gravity and thermodynamic of the PFA have a direct impact
n the collimation of the system.

The requirement for the dynamic range of the system wavefront
ensing system can be effectively reduced by coarse alignment, (for
he wavefront sensing system, a larger dynamic range means that the
easurement resolution will be reduced accordingly). Therefore, the
isalignment aberration is firstly controlled to a relative low level

usually tens of microns) by non-optical methods such as coordinate
easurement, and then wavefront sensing is used to reach more precise

lignment.
In this study, we will use DECam as an example to realize the

lignment of the wide field active optics telescope in real time and
nalyze the associated error. In Section 2, the description of alignment
or a DECam-like active optics survey telescope will be presented to
he fundamental frame of the AcOS. In Section 3, the Coarse alignment
rror is analyzed. In Section 4, fine (real-time) alignment error is
nalyzed. In Section 5, the alignment error is re-presented by PSSn.

. Description of alignment for a DECam-like active optics survey
elescope

A DECam-like telescope refers to a survey telescope with primary
ocus assembly. The alignment process is divided into two steps, the
irst is coarse collimate and the second is fine alignment.

The coarse collimate, which makes the curvature sensor available,
s performed prior to the observation each night. During the survey,
he AcOS will align the telescope in ‘‘real time’’. At every zenith angle,
he AcOS will accomplish fine alignment before the observation time
hortly after the shutter is open.

Coarse collimate is carried out using a laser tracker, a well-known
ommercial coordinate measuring machine (CMM) [12]. After coarse
ollimate, the natural guide stars with appropriate brightness are se-
ected, and defocused images are obtained using a pair of step charge-
oupled device cameras (CCDs), which are staggered before and after in
single shot. By detecting the wavefront in multi-FOVs, the telescope
ill then be aligned by the AcOS in real time. A schematic of the real

ime active optics for a large survey telescope is shown in Fig. 1. For
oth the coarse and fine collimate, errors will be introduced. In this
tudy, we will investigate the origin of the errors and how we can
educe them using calculation or calibration.

. Coarse alignment error analysis

.1. Coarse alignment error prediction model

In addition to the wavefront sensing system for a closed-loop AcOS,
n auxiliary measurement is also required to achieve system collima-
ion. As a widely used CMM, a laser tracker plays an important role in
he collimation of optics systems. When we introduced a laser tracker
or system coarse alignment prior to observation, it was necessary to
stablish a precision model to determine whether it was sufficient to
etermine the position of the elements within the region where the
urvature sensor works well. If one laser tracker is insufficient, multiple
aser trackers will be combined to break its own precision limit, as done
y the Shanghai Institute of Applied Physics for the process of a circular

ccelerator [12,13].

2

Fig. 1. Schematic of real time AcOS for a large survey telescope (including suppression
for star crowding).

Here, at the ith measurement, the ideal measurement vector is:

𝑡𝑖 =
(

𝑟𝑖 cos 𝛽𝑖 cos 𝛼𝑖, 𝑟𝑖 cos 𝛽𝑖 sin 𝛼𝑖, 𝑟𝑖 sin 𝛽𝑖
)

(1)

Where the error of the distance measurement, 𝑟𝑖 of the laser tracker is
𝛿𝑟, error of the azimuth measurement 𝛼𝑖 is 𝛿𝛼 and error of the altitude
measurement 𝛽𝑖 is 𝛿𝛽.

Using differential calculus, the measurement error at a particular
point of the laser tracker is assumed to be

𝛿𝑀 �⃗�𝑇𝑖 =

⎛
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(2)

where c refers to cosine, and s refers to sine. The coarse alignment
system for a DECam-like survey telescope with 3–4 m primary mirror
is shown in Fig. 2(a). The measurement error of the coarse alignment
system is partially dependent on the height of the laser tracker, as
shown in Fig. 2(b) and (c). For the error of the azimuth measurement,
𝛿𝛼, and altitude measurement, 𝛿𝛽, the root mean square (RMS) is set
as 1’’ and the maximum is set as 3’’, to estimate the role of the error
boundary.

Thus, the location error for the PFA and primary mirror are 50 μm
nd 20 μm, respectively.

3.2. Model bias estimation and testing

Previously, we assumed that the encoder was uniform without any
bias. However, the accumulation of system error and out-of-roundness
in the encoders will bias the model. Here, the effect of bias was tested.

According to the characteristics of the alignment procedure (long-
range motion followed by small adjustment), the experiments were
carried out for long-range and small motion measurements. The pre-
cision analysis of the small motion measurement was carried out using
a high-precision steward platform, as the reference (the accuracy of
which is better than 1 μm), in a ‘‘step moving’’ test, as shown in
Fig. 3(a). Furthermore, the long-range measurement precision was
realized by repeating measurements with a high-precision metal bar
(3-coordinate measurement value 1016.0151 mm) in various positions,
as shown in Fig. 3(b).

According to Fig. 3(c), the locating accuracy of the primary mirror
was 10 μm, on a small scale.

However, for long-range testing, the error stems from two aspects:
one is the error of the length testing and the other is the out-of-
roundness of the azimuth axis encoder

In the actual measurement, the out-of-roundness of the azimuth
axis encoder will influence the length testing with a SIN-like profile.
The same high-precision metal bar is measured at different azimuth
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Fig. 2. Measurement error of the coarse alignment system is related to the height of
the laser tracker, for (a) showing the height of Laser Tracker, for (b) PFA, and for (c)
primary mirror.

Fig. 3. Precision experiment of laser tracker for (a) experiment site map, (b) mea-
suring the long-range motion and small displacement experiment. (c) Accuracy of
measurement and (d) Azimuth axis encoder un-roundness effect.

angles, and the measuring length is shown in Fig. 3(d). The influence
is approximately 20 μm at a 90◦ range.

Thus, the final coarse alignment error for the PFA and the primary
mirror are approximately 54 μm and 28 μm, respectively.

4. Fine (real-time) alignment error analysis

When the coarse alignment is close to its precision limit, the system
wavefront sensor system can also obtain the measurement result. In this
case, the coarse alignment is considered complete and fine adjustment
can be made next step.

4.1. Wave front sensing aberration

The wavefront sensing is realized by the curvature sensor and its
error primarily originates from:
3

(a) Error propagation in the solution of the TIE;
(b) Variation of optics aberrations within the wave front sensing FoV;
(c) Mounting error (tip/tilt) of the CCD.

Firstly, a single component sine wavefront phase, 𝜙 (𝑥) = 𝐵 sin
(

2𝜋𝑓 𝑢
)

, is used to calculate the error propagation of the curvature sensing
t different spatial frequencies. The relative error of the measurement
s shown in the Eq. (3), where 𝑓 𝑢 is the spatial frequency of the sine
hase, 𝐵 is the magnitude of the sine aberration, 𝑥 is the coordinate on
he pupil [13].

(𝑥, 0) = 𝑃𝑒𝑗𝐵 sin
(

2𝜋𝑓 𝑢𝑥
)

≈ 𝑃
[

1 + 𝑗𝐵 sin
(

2𝜋𝑓 𝑢𝑥
)]

(3)
𝑈 (𝑥, 𝑧)

= −1
{


{

𝑃
[

1 + 𝑗𝐵 sin
(

2𝜋𝑓 𝑢𝑥
)]}

exp−𝑗𝜋𝜆𝑧𝜂
2
𝑥
}

= 𝑃 e𝑗𝜆∕2𝜋𝑧
[

1 + 𝑗𝐵𝑒−𝑗𝜋𝜆𝑧
𝑓 𝑢2 sin

(

2𝜋𝑓 𝑢𝑥
)

]

(4)

The irradiance, 𝐼 (𝑥, 𝑧), is the square of the light field, 𝑈 (𝑥, 𝑧):

𝐼 (𝑥, 𝑧) = |𝑈 (𝑥, 𝑧)|2 . (5)

The differential of the light intensity along the optical axis can be
approximate by Eq. (6):

𝐼 (𝑥, 𝛥𝑧) − 𝐼 (𝑥,−𝛥𝑧) = |𝑈 (𝑥, 𝛥𝑧)|2 − |𝑈 (𝑥,−𝛥𝑧)|2

4𝐵𝐼0 sin
(

𝜋𝜆𝛥𝑧𝑓 𝑢2
)

sin
(

2𝜋𝑓 𝑢𝑥
)

(6)

where, we denote 𝐼0 = 𝑃 2.
The differential of the light intensity along the optical axis is:

𝜕2𝐼 (𝑥, 0)
𝜕𝑧2

= 2𝐵𝐼0𝜋𝜆𝑓 𝑢2 sin
(

2𝜋𝑓 𝑢𝑥
)

(7)

The error propagation is shown in Eq. (8) and we denote 𝛥𝑧 =
𝑓 (𝑓 − 𝑙) ∕𝑙. The relationship between the special frequency and the
error propagation is shown in Fig. 4(a).

𝛿 =
|

|

|

|

|

|

|

2𝐵𝐼0 sin(𝜋𝜆𝛥𝑧𝑓 𝑢2) sin(2𝜋𝑓 𝑢𝑥)
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sin
(
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− 1
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(8)

Here, the precision of the Curvature Sensor increases with a de-
crease in spatial frequency. An iterative method should be used to
balance the relationship between the increased correction ability and
decreased precision. For a real-time AcOS, we want to limit the curva-
ture sensing error to a level of 2% by iterations in 3 times. So that, the
initial error is 10 log(2%)/3 = 27%, which is the region is highlighted
in Fig. 4(a).

Secondly, the aberration on the wavefront sensing field, for example
0.15◦×0.15◦, is used as feedback for the AcOS. Thus, the optics aberra-
tion tested within this region will be regarded as the center of this FoV.
The error introduced by this procedure was analyzed for astigmatism
and coma, which are the primary tools used to collimate the telescope.

The coarse alignment can limit the translation and tipping within
54 μm and 0.001◦, respectively.

At this point (the very beginning of the fine alignment), the primary
aberration (astigmatism and coma) is shown in Fig. 4(b)–(e). The
deviation between the averaging and center FoV aberration is less than
𝜆/20, which is sufficient to facilitate the alignment completely.
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Fig. 4. Fine alignment error analysis for (a) CS error, (b) astigmatism at 0.001◦ tilting,
(c) coma at 0.001◦ tilting, (d) astigmatism at 50 μm decenter, and (e) coma at 50 μm
ecenter.

Thirdly, the CCD tipping/tilt will affect the wavefront sensing data,
s shown in Fig. 5(a). The influence on the 5-12th Zernike polynomials
nder tilting (0-0.05◦) is shown in Fig. 5(b).

To conclude, the wavefront sensing is not sensitive to tilt within 1’’.
This can be used to reduce the accuracy of the detector integration,

nd thus, reducing the equipment cost and assembly time.

.2. Camera seeing and its estimation

The PFA is placed on the front-end of the telescope. Thus, the
tmospheric disturbance around it will influence the wavefront sensing
n the AcOS. Here, we define the camera seeing, 𝑠𝑒𝑒𝑖𝑛𝑔𝐶𝑎𝑚, in Eq. (9)

𝑒𝑒𝑖𝑛𝑔𝐶𝑎𝑚 =
(

𝑠𝑒𝑒𝑖𝑛𝑔5∕3𝐷𝑜𝑚_𝐶𝑎𝑚 + 𝑠𝑒𝑒𝑖𝑛𝑔5∕3𝑀𝑖𝑟𝑟𝑜𝑟_𝐶𝑎𝑚

)3∕5
(9)

here 𝑠𝑒𝑒𝑖𝑛𝑔𝐷𝑜𝑚_𝐶𝑎𝑚 is the seeing introduced by the layers of air be-
ween the dome and camera (PFA), and 𝑠𝑒𝑒𝑖𝑛𝑔𝑀𝑖𝑟𝑟𝑜𝑟_𝐶𝑎𝑚 is the seeing
ntroduced by the layers of air between the primary mirror and PFA.
 t

4

Considering the Large Synoptic Survey Telescope, which is still in
evelopment, as an example [14,15], the light path is required to pass
hrough the camera multiple times. The thermal escape of the camera
ssembly is approximately 200 W. Therefore, camera thermal control
s required to satisfy the image quality in the optical design.

The camera seeing changes as a function of time, temperature, and
ind speed, thus, more appropriately specified by actual measurement.
ombined with the hypothesis of "frozen turbulence’’, the measure-
ent of average slope of the wavefront can estimate the atmospheric

urbulence on the light path. As shown in Fig. 7(a) and (b), an auto-
ollimator and guides facilitate the camera seeing test. However, for
ifferent wind speeds in natural turbulence, the fans are closed and for
orced turbulence, the fans work at maximum power.

In Fig. 6(c)–(d), we can observe that the under wind speed of
pproximately 5 m/s, the seeing under lab conditions is approximately
.2’’. Thus, the instrument can be allocated on the future DECam-like
urvey telescope to monitor the camera seeing.

.3. Interaction between active optics and large lens in PFA

When the PFA is actively positioned in all five axes (focus, cen-
ering, and tilt), it also shifts the image in the focal plane, which
ntroduces an interaction between the active optics and pointing.

A DECam-like survey telescope is different from the survey telescope
ith a relative smaller and lighter second mirror. When the PFA tilts,

he correct lens will significantly deflect.
The PFA is tilted by an angle of 𝛥𝜃𝑋𝑇𝑒𝑙 around its peak and 𝑓 ′ is the

ocus length of the telescope.𝐿 is the distance from the top end of the
FA to the primary focus of the telescope.

When the PFA tilts around its coma neutral point (CNP), which is
airly close to the prime focus point, the pointing of the telescope will
ot be influenced.

Thus, we chose the CNP as the pivot point, which is used to
nalyze the wavefront error. As an example, the RMS is changed by
pproximately 5 nm for the largest lens.

.4. Nonlinear influence of alignment model based on sensitivity matrix

The closed-loop AcOS requires an analytical model to link the wave-
ront error and misalignment. To collimate a 2◦ FoV off-axis telescope,
he sensitivity matrix was introduced by Yang in 2007. By using the
avefront sensing at three FoVs, the system wavefront error reduced

o 𝜆/10 or below [16,17].
Here, we used the results of Yang’s investigation and selected a

ensitivity matrix to align the telescopes. The principle of active optical
djustment, using a sensitivity matrix, is shown as follows

𝛥𝐷 = 𝛥𝑍 (10)

here 𝐴 =

⎛

⎜

⎜

⎜

⎜

⎜

⎝

𝜕a1
𝜕𝑢1

⋯
𝜕𝑎1
𝜕𝑢𝑁

⋮ ⋱ ⋮
𝜕𝑎𝑚
𝜕𝑢1

⋯
𝜕𝑎𝑚
𝜕𝑢𝑁

⎞

⎟

⎟

⎟

⎟

⎟

⎠

is the sensitivity matrix, 𝛥𝐷 =

⎛

⎜

⎜

⎜

⎜

⎝

𝛿𝑢1

⋮

𝛿𝑢𝑁

⎞

⎟

⎟

⎟

⎟

⎠

is

he motion for the executive element, and 𝛥𝑍 =

⎛

⎜

⎜

⎜

⎜

⎝

𝛿𝑎1

⋮

𝛿𝑎𝑁

⎞

⎟

⎟

⎟

⎟

⎠

is the change

f the Zernike polynomial coefficient.
The wavefront errors at corresponding fields, which are intro-

uced by the gravity sag temperature and optical system, are obtained
hrough the curvature sensors. In this case, the linear relationship
etween the Zernike polynomial coefficient and actuator is not evi-
ent. Therefore, multiple iterations are required to obtain the required
recision.

The wavefront RMS around all the FoVs, under different PFA decen-

er misalignments, are shown in Fig. 8(a)–(c).
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f
i

Fig. 5. (a) Influence of detector tilting error for 4" tilt and (b) WS error variation with tipping.
 

Fig. 6. Configuration of camera seeing test. (a) depicts the basic principles, (b) auto-collimator, (c) natural turbulence, (d) mixed turbulence, and (e) forced turbulence.
As shown in Fig. 8(d), the aberration variation versus the PFA
decenter motion step demonstrated that the non-linear characteristics
are evident, and the sensitivity matrix for different degrees of optical
misalignment is clearly different, especially for a ‘‘fast’’ system (camera,
survey telescopes, and so on.).

The residual linearization error is at 70%, if we use the averaging
sensitivity (between 0-50 μm) to present the variable sensitivity. There-
ore, we require five iterations to limit the error to 5% and ensure that
t is within the linear range (in every 10 μm).
5

5. Error analysis using PSSN

The alignment error will be specified according to the normalized
point source sensitivity (PSSn). The PSSn is a new metric for the
performance evaluation of large telescopes, first used in the thirty meter
telescope [18]:

𝑃𝑆𝑆𝑛 =
∫ |

|

𝑃𝑆𝐹𝑡+𝑎+𝑒 (𝑢, 𝜉)||
2

2
(11)
∫ |

|

𝑃𝑆𝐹𝑡+𝑎 (𝑢, 𝜉)||
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Fig. 7. Influence of detector error on pointing, for (a) decenter and (b) tilt.
 

 
Fig. 8. Configuration of the alignment for (a) 0 μm, (b) 20 μm, and (c) 40 μm. (d) shows the sensitivity matrix for different error values.
𝑃𝑆𝐹𝑡+𝑎+𝑒 (𝑢, 𝜉) is the error coupled Point Spread Function (PSF) of
the telescope under seeing on the Fourier plane, (𝑢, 𝜉), and 𝑃𝑆𝐹𝑡+𝑎 (𝑢, 𝜉)
is the error-free PSF of the telescope on the Fourier plane, (𝑢, 𝜉). PSSn
overs the whole Fourier plane and links all the environmental and
internal factors together. Here, all the errors will be reformed into PSSn
and summarized into a final result.

The PSSn of the lens in the PFA at different camera seeing is shown
in Fig. 9.

For the previous testing, the camera seeing was set to 0.3’’, thus, it
will influence the PSSn calculation. When the telescope is tracking a
star, the tracking error is 1’’, the atmospheric turbulence over a long
time integration is 1.5’’ (𝑟0 = 0.068 m), and the Dewar vibration and
wind load’s influence are estimated to be 0.1’’ and 0.5’’, respectively.
PSSn of alignment model iteration steps between 0-50 μm, and camera
seeing at r0 = 0.068 m is shown in Fig. 10. The interaction of the PFA
and AcOS is approximately 0.9998, and the PSSn of five iteration steps
is 0.9886.
6

Here, the approximation of the PSSn though the quadrature sum of
full width at half maximum is calculated by Eq. (12) [19,20]. It can
release the combination effect of PFA and the camera seeing.

According to the existing literature, a lot of work has been done
on frequency domain evaluation methods abroad, especially the error
analysis allocation based on PSSn, which has gradually become the
mainstream index for each next generation of large aperture telescopes.
Through analysis, it can be found that the best PSSn system is 0.8263
(diffraction limit system is 1) under the existing conditions of camera
Seeing . It is not only inexpensive to further improve the optical
quality of individual links, but also limited to the final image quality
improvement of the system.

At the same time, the maximum PSSn of the passive system is 1.
However, the PSSn of the active correction system can be greater than
1, or the correction capability of the active optics can be simulated and
estimated using PSSn. As shown in Fig. 9, the PSSn of the active optics
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Fig. 9. PSSn of the lens in the PFA at different camera seeing for an alignment of (a) r0 = 0.1 m and (b) r0 = 0.02 m.
Fig. 10. (a) PSSn of alignment model iteration steps between 0–50 μm. (b) Camera seeing at r0 = 0.068 m.
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ystem is 1.0439.

𝑆𝑆𝑛Tel =
𝐹𝑊𝐻𝑀2

𝐶𝑎𝑚

𝐹𝑊𝐻𝑀2
𝐶𝑎𝑚 +

∑

𝑖 𝐹𝑊𝐻𝑀2
𝑇 𝑒𝑙,𝑖

𝑃𝑆𝑆𝑛𝐴𝑐𝑂 = 0.8263 (12)

. Conclusions

For the wavefront sensing system of a large DECam-like survey
elescope, a laser tracker is used as the coarse alignment system for the
FA and primary mirror collimation. In this step, the defocusing error
f the PFA device is 50 μm, the decenter error is 50 μm and the tilt error
s 0.0057◦. The curvature sensor is then used for further correction.

misaligned curvature sensor installed in four positions of the FoV,
as used for wavefront sensing with the detected FOV being 0.15◦,
nd the distance from the focus being 2 mm. To reduce the influence
f noise, the first nine-order fringe Zernike polynomial coefficients of
he target view-field points are calculated for all pre- and post-focused
tar images in the field. The measurement error of the first nine orders
f the Zernike polynomial is calculated to be 30%. The adjustment
uantity, calculated by curvature sensing, can be fully realized each
ime. When the measurement error is required to be less than 5%,
he iteration number is three. Therefore, after the coarse alignment,
pproximately five iterative cycles of "curvature sensing–fine tuning–
urvature sensing" can be carried out to accomplish the alignment
f a large wide-field survey telescope. According to these coefficients
nd the related theories of computer-aided assembly and adjustment,
he defocusing error is first adjusted, and then, the eccentricity and
nclination error are adjusted. After three iterations, the alignment of
he system can be realized. Furthermore, Look Up Table is used to
ealize the primary mirror figure correction.

In the further work, this high fidelity error analysis method can
e migrated to an end-to-end simulator for the overall AcOS’ perfor-
ances. The Using the analytical active optics model and the align-
ent can be simulated before the first light to predict the telescope’s
erformance and guide the design of future large survey telescopes.
7
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