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ABSTRACT The learning of discriminative features is the key for fine-grained image recognition. To better
extract effective features and improve the accuracy of fine-grained image recognition, we propose a two-level
progressive attention convolutional network (TPA-CNN) for fine-grained image recognition. The model
includes a multi-channel attention-fusion (MCAF) module and a cross-layer element-attention (CEA)
module. The MCAF module is used to find distinctive feature map channels which significantly responds to
specific regions. Inspired by Hierarchical Bilinear Pooling model, The CEA module is further assign weight
values to feature map elements. From the perspective of attention visualization map, MCAF module can
focused on one or more positive regions, CEA module further locates the most discriminative regions by
interaction between the feature map elements. The model can dynamically search the discriminative region
of the image, not limited to the boost or crop a selected region. Compared to previous models basing on
attention mechanism, the model can extract non-correlated part features which spread over object foreground
areas, further improving the recognition accuracy. Experimental results on CUB-200-2011, FGVC-Aircraft,
and Stanford Cars datasets demonstrate that the proposed TPA-CNN achieves competitive performance.

INDEX TERMS Fine-grained image recognition, visual attention mechanism, convolution neural network,
feature extracting.

I. INTRODUCTION
Image recognition is divided into generic and fine-grained
image recognition [1]. Fine-grained image recognition differs
from generic image recognition, which is to classify the
object into a finer sub-class category, e.g., distinguishing wild
birds, aircraft models, car models, and tank models. A suc-
cessful fine-grained image recognition model can accurately
identify the sub-class category without relying on expert
experience. However, it is arduous to distinguish the cate-
gories precisely, where the sub-class categories invariably
own same global appearance, and intra-class image features
have large differences. Hence, the subtle and region features
are the effective information for distinguishing subordinate
categories.

Owing to the development of deep neural networks,
great opportunities for computer vision are brought about.
A large number of representative works have emerged in
many computer vision tasks such as object detection [2]–[4],
semantic segmentation [5], [6], recognition [7]–[9], and
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some interdisciplinary subjects [10]. Convolutional neu-
ral networks have a powerful ability to extract feature,
many researchers are attempting to use it for fine-grained
recognition. In the early stage of fine-grained recognition
researches, [11]–[13] have got some better results with super-
vised bounding box or part annotations, but the additional
supervision information requires considerable resources,
thus, the weak supervision model which only needs image
category labels received much more attention in recent
researches. In order to investigate the discriminative part for
fine-grained image recognition, to the best of our knowl-
edge, [7] early attempted to use the selective search to gen-
erate part proposals. Then, the methods [14]–[16] based on
attention mechanism are designed from the perspective of
visual attention mechanism, which can help researchers to
suppress invalid areas and obtain effective areas in the fine-
grained images. Thus, using visual attention mechanism to
find discriminative regions has gained a series of researchers’
preferences. Another method [17], [18] for extracting sub-
tle and region features is based on the Bilinear Convolu-
tional Neural Networks (B-CNNs). Those methods use a
quiet concise model obtaining high-level features through
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the complementary sub-networks. All these works investi-
gated the key influencing factors in fine-grained recogni-
tion which is searching for discriminative regions. However,
current methods based on CNNs exist certain drawback.
Some approaches, which use supervised bounding box or
part annotations, got a higher accuracy but consumed huge
human resources for labelling image datasets. Others just use
a weakly supervised image label, but lack a mechanism to
locate on the right regions, which usually leads to a decline
in accuracy. Most effective work in fine-grained image recog-
nition focuses on how to locate regions and extract region
features. Due to the difficulty of the small differences among
inter-class and large differenceswithin intra-class, the task for
fine-grained image recognition just using weakly supervised
image label to focus on the right regions has been still an
exceedingly further challenge.

In this work, inspired by above observations, we propose
a two-level progressive attention convolutional network
(TPA-CNN) from the perspective of feature map channels
and elements for fine-grained image recognition. We observe
that works based on B-CNNs taking notice of influence of
mutual response of element between layers of neural net-
work, and we regard this response as the degree to which
feature map elements the model pays attention to. From
the perspective of attention mechanism, the more important
elements in a feature map should have greater responsive-
ness, in contrast, the less important elements should have
less response. However, inter-layer interactions pour atten-
tion into all elements without differences. As we know, fea-
ture map has three dimensions: height, width, and channel.
Accordingly, adding attention processing to the channels of
the feature map before re-assigning feature map elements
will effectively improve the ability to find the discriminative
regions. We innovatively take the inter-layer interactions as
cross-element attention (CEA) module to pay attention to
elements of the feature map. Corresponding to CEA module,
we propose a novel multi-channel attention-fusion (MCAF)
module which pays attention to channels of the feature map.
Visually, we firstly use the MCAF module to obtain one or
more high response regions, further enhancing the response
to the most discriminative features through CEA module.

The main contributions of our work are as following:
• We propose a novel model on account of the visual

attention mechanism improving the accuracy of fine-grained
image recognition. This model includes a MCAFmodule and
a CEA module which re-assigns weights of a feature map
from channels to elements, so our model can be regarded as
a two-level progressive attention-based model.
• The MCAF module is proposed to re-assigns channel

weights. By using different reduction ratio r and fusing
features through numbers of filter kernels, a feature map
group with channel attention is formed. Inspired by B-CNNs,
we theoretically prove that inter-layer feature interactions can
be regarded as an element attention method. According to the
characteristics of element attention mechanism, CEAmodule
is designed to pick import elements from a feature map.

Both of MCAF module and CEA module are modular and
can be applied to others models or tasks.
• In order to verify the accuracy and universality of the

proposed model, we conduct experiments on three most
representative fine-grained datasets and demonstrate the
effectiveness of our proposed model. Moreover, we also con-
duct ablation studies to carefully analyze the contribution of
each module of our model and important parameters in each
module.

II. RELATED WORK
Our work mainly involves two aspects of research:
fine-grained image feature extraction and attention mech-
anism. We will present the recent research results in this
section.

A. FINE-GRAINED IMAGE FEATURE EXTRACTION
As mentioned above, feature extraction for fine-grained
image recognition is more challenging than generic image
recognition tasks. In the technical report issued by
CUB200-2011 dataset [19], the recognition accuracy baseline
is only 10.3%. Early algorithms based on the artificial fea-
tures, such as POOFs [20], those methods enhanced the
ability of feature extraction in object recognition algorithms
to further improve the accuracy. From this point, it can be
found that more powerful feature extraction algorithm has
a more significant impact on fine-grained image recognition
algorithm. Deep convolutional neural network had confirmed
this conclusion and brought about tremendous changes for
feature extraction and improved the accuracy far more than
previous methods in fine-grained image recognition. The
works for fine-grained image recognition based on deep
convolutional neural networks can be divided into two meth-
ods. The first method is part localization and learning, and
the second method is feature encoding and decoding [21].
For the first method, Part R-CNN [7] is used to select dis-
criminative regions by the intersection over union (IOU) of
the candidate regions and the bounding box to extract subtle
features. Part R-CNN [7] and these methods [22]–[24] based
on CNNs improve the ability of feature extraction and take
certain effects, but the use of bounding box or part annotations
results in a high cost. The additional supervision information
requires a lot of manpower and financial resources, thus,
the weak supervision models, such as [25]–[27], only need
image category labels which received much more attention in
recent researches. In order to locate part and extract feature
accurately, Mask-RCNN [11] transforms feature’s localiza-
tion into segmentation of head, body, and background, and
then global and local image features are extracted. PDFS [16]
selected the discriminative regions by deep filter response.
DFL [28] designed a bank of convolutional filters to improve
the mid-level feature learning ability of CNNs. NTS-net [29]
proposed a self-supervision mechanism to locate the dis-
criminative regions. The second representative method is
B-CNNs [28], which performs the feature extraction through
the coordination of two neural networks which have the
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same architecture. However, due to a very high dimension, the
bilinear feature is difficult to be applied in practice. In order
to improve the application ability of the B-CNNs, [17],
[30], [31] reduced the parameter dimension of B-CNNs,
and [18], [32], [33] made some variants based on B-CNNs
to improve the accuracy of fine-grained image recognition.
These works have brought a lot of inspiration to our work.

B. ATTENTION MECHANISM
Attention mechanism [34] was firstly applied to machine
translation. Reference [35] introduced it to computer vision
and brought a lot of inspiration for computer vision tasks.
Owing to the attention mechanism has the ability to select
interesting areas, researchers dynamically have focused on
the discriminative regions of the image, rather than directly
processing all the information of an image. When designing
the deep neural network, we imitate the human visual signal
processing mechanism: quickly scan the global image to find
the concerned target areas, and then suppress other useless
information. The approach described in this section differs
from that previous section in that the visual attention mecha-
nism allows the model to focus on critical locations, ignoring
unimportant locations using weakly supervised image label.
References [36]–[38] are the earlier attempt to use visual
attention for fine-grained recognition. Then, many typical
works have been created, RACNN [39] uses a three-scale
sub-network to gradually crop and enlarge the area through
attention proposal network (APN). The class activation map-
ping [40] (CAM) provides a better way to visualize the atten-
tion effect. MAMC [14] used the attention mechanism and
metric learning to screen out two unrelated discriminative
features in a fine-grained image. MA-CNN [15] generates
multiple attentional parts which can reinforce each other
by clustering, weighting, and channel grouping. The visual
attention mechanism has brought a lot of excellent explo-
ration. However, it can be seen from the previous works that
the CNNs design are often more complicated. From the sim-
ple and efficient purpose of network design, our work based
on the following points: 1) when looking for the category of
the interested object in an image, the information in the image
is not all useful for recognition, some of them are useless,
and may even result in interference; 2) there may be more
than one information areas in an image, and two or more
areas provide reliable features for fine-grained recognition.
The number of discriminative regions may not be fixed, and
can be set freely through the design neural network. To meet
these demands, we present a novel framework that contains
two attention modules which not only obtains discriminative
regions directly, but also dynamically selects the number
of discriminative regions. The two attention modules we
designed are modular and can be applied to other fine-grained
image recognition scenarios or a slice of other tasks.

III. MODEL
The main idea behind our TPA-CNN is to construct a mod-
ular design network that can effectively and flexibly find

discriminative parts features using soft-attention mechanism
without bounding box or part annotation. Fig. 1 illustrates
the architecture for fine-grained image recognition, which
consists of three components: (1) multi-channel attention-
fusion (MCAF) module; (2) cross-element attention (CEA)
module; (3) Loss function. We briefly introduce the pipeline
of the whole model for the first time. Then, we introduce
MCAF module and explain the CEA mechanism by factor-
izing bilinear pooling through delving deep into formulation.
Finally, we introduce the loss function.

A. APPROACH VIEW
For fine-grained image recognition, the parts which have pos-
itives for distinguishing are subtle and local. The foreground
image of the object cannot be seen as a discriminative part,
the subtle features which can fully express the object are not
directly available. Our method rests on the assumption that
for fine-grained recognition, the foreground image can be
divided into many regions, these regions do not have the same
value for recognition, and the truly distinguishing regions
should have higher response. Based on this, we design the
network with convolution, channel-wise, and element-wise
as shown in Fig. 1. We pass an input image through a basic
network such as ResNet-50 to obtain three high-level orig-
inal feature maps. These three feature maps have the same
dimension, and every feature map can be written as x ∈
RC×H×W . The first stage is to pass every feature map through
MCAF module to get the fusion feature map. By operating
the channels of feature map that can discover one or more
discriminative part. The MCAF module uses different chan-
nel attention and feature fusion operation to facilitate the one
original feature map x ∈ RC×H×W to generate three sets of
feature maps. The three sets of feature maps are concatenated
to obtain the re-weight feature map written as x ∈ R4C×H×W .
Assuming we have obtained a fused feature map written as
x ∈ R4C×H×W after passing through the MCAF module,
we can see an activate map that activates several regions
through convolution layer visualization operation. In our
TPA-CNN, three sets of high-level original feature maps were
selected to pass through the MCAF module, so we can obtain
three fused feature maps. The second stage is using two dif-
ferent fusion feature maps to screen the most discriminative
region through the CEA module. When the three set feature
maps got from the first stage and one of them can be written
as x ∈ R4C×H×W , these three sets of feature maps select
different two for multiplication. There are three choices in
total, the CEA module selects all three choices, so we can
have three sets of featuremapswith element attention through
CEA module. Thus, when three original feature maps passed
through the MCAF module, three feature maps with chan-
nel attention owing different activation responses have been
obtained. Through the CEA module, feature map elements
with higher response values will be prominent, and the weak
responses will be correspondingly reduced. In the second
and third sections, we will elaborate on the mathematical
principles of implementation.
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FIGURE 1. The overview of our model. The channel attention-fusion module makes a select of channels, and the cross-layer element-attention module
makes a select of elements.

B. THE MAIN MODULE OF MODEL
For fine-grained image recognition, an important advantage
of convolutional neural networks over traditional methods
is that they have a powerful capability to acquire object’s
features. A carefully designed neural network can obtain
more effective feature maps to improve the accuracy of recog-
nition. From the point to get more effective feature maps for
fine-gained image recognition, we design two attention-based
modules making up our main convolutional neural network
model to improve the ability of extracting image features. Our
model includes two main modules: MCAF module and CEA
module. TPA-CNNfirstly processes the feature map channels
using MCAF module, and then processes the feature map
elements via CEA module.

1) MCAF MODULE
According to the characteristics of the feature map, in this
part, we designed MCAF module to dig more informa-
tion concerning channel. In the next, we will introduce it
in detail.

Suppose an image is entered in the CNNs and we obtain
the output feature map written as x ∈ Rc×h×w with channel
c, height h, and width w of the last convolutional layer,
as shown in Fig. 2. Feature map x ∈ Rc×(h×w) can be
described as x =

[
x1 x2 . . . xc

]
∈ Rc×h×w. We use Global

Average Pooling (GAP) to get a channel-wise descriptors
z =

[
z1 z2 . . . zc

]
∈ Rc by reducing feature map x to

its spatial dimension H × W . The l − th element of z is
computed by:

zl =
1

H ×W

H∑
i=1

W∑
j=1

xl (i, j) (1)

FIGURE 2. Overview of MCAF module. Firstly, we using three different
reduction ratios obtain three different vectors mH , mB, and mT with
attention from one original feature map, then get three different feature
maps using these three different vectors. Then, performing a 1 ∗ 1
convolution operation on each feature maps and finally get one
complete feature map M1.

where H represents the height of feature map, W represents
the width of the feature map.

Next, we design a multi-reduction ratio excitation
mechanism inspired by Senet [41]. we put z into the following
formula for calculation and get a one-dimensional vector:

m = σ (W2δ (W1z)) =
[
m1 m2 . . . mc

]
∈ Rc (2)

where δ and σ represents ReLU function and Sigmoid
function, respectively, W1 ∈ R

c
r×c and W2 ∈ Rc× c

r , here
r represents the reduction ratio.
The parameter W is used to generate weights for each

feature map’s channels, where the parameter W is learned
to explicitly model the correlation between feature map’s
channels. The reduction ratio r , which is related to param-
eter W , is an import parameter to determine the correlation
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FIGURE 3. Overview of multi-channel attention (MCA) mechanism.
We use three reduction ratios r1, r2, and r3 respectively, to get the
diversity of channels. UHead , UBody , and UTail represent the head, body,
and tail part feature map of MCA output.

between channels. Using different reduction ratios r , different
channel-wise weights can be obtained. As shown in Fig. 2,
we use three different reduction ratios to get attention vectors
with independent response information. and then feature map
x can be re-assigned to multi-scale channel-wise attention
feature map, respectively.

In the (2), we have the attention vector ms. The re-weight
feature map U ∈ Rc×h×w is obtained by re-calibrating the
original feature map x ∈ Rc×h×w:

U =
[
m1x1 m2x2 . . . mcxc

]
∈ Rc×h×w (3)

In order to seek a richer feature map channels atten-
tion information, we use multi-scale reduction ratio to get
channel-wise as much as possible.

Here, we set three different reduction ratios, as shown
in Fig.3. Using three different reduction ratios, an original
feature map can form three feature maps. Because they will
be concatenated as one complete featuremap, we named them
as head part feature map, body part feature map, and tail part
feature map, respectively.

When r = r1, we get excitation vector written as mH :

mH = σ
(
WH

2 δ
(
WH

1 z
))
=
[
mH1 mH2 . . . mHc

]
∈ Rc

(4)

where W1 ∈ R
c

r=r1
×c and W2 ∈ Rc× c

r=r1 , we get the
re-weight feature map UHead in (5)

UHead =
[
mH1 x1 mH2 x2 . . . mHc xc

]
∈ Rc×h×w (5)

We rewrite it as follow:

UHead =
[
uH1 uH2 . . . uHc

]
∈ Rc×h×w (6)

When r = r2, we get the original feature map can be re-
weight as feature map UBody in (7):

UBody =
[
mB1 x1 m

B
2 x2 . . . m

B
c xc

]
∈ Rc×h×w (7)

We rewrite it as follow:

UBody =
[
uB1 uB2 . . . uBc

]
∈ Rc×h×w (8)

When r = r3, we get last re-weight feature map UTail :

UTail =
[
mT1 x1 mT2 x2 . . . mTc xc

]
∈ Rc×h×w (9)

We rewrite it as follow:

UTail =
[
uT1 uT2 . . . uTc

]
∈ Rc×h×w (10)

Thus, we get the re-weight feature mapsUHead ,UBody, and
UTail with multi-channel attention information using three
reduction ratios from one original feature map. In order
to further obtain the feature maps diversity, we perform a
1 ∗ 1 convolution operation on UHead , UBody, and UTail ,
respectively.

For the head part feature map UHead , we perform a
1∗1 convolution operation on it, the mathematical derivation
process is as follows:

Let V =
[
v1 ... vl ... vi

]
∈ Ri×c×1×1 represent the

learned set of filter kernels, where vl ∈ Rc×1×1 refers
to the l − th filter vector. Here, c represents the channel
number of feature map UHead . Thus, the head part output
feature map of our MCAF module can be written as MH =[
m1 . . . ml . . . mi

]
∈ Ri×h×w, where ml = vl ∗ UHead .

Here ∗ denotes convolution, and we set the number of filter
kernels i equal to the number of channels c of feature map
UHead . Thus, the head part feature map MH ∈ Rc×h×w of
MCAF module gets the correlation between the channels.

Similarly, we get the tail part feature map MT ∈ Rc×h×w

of MCAF module.
Different from MH ∈ Rc×h×w and MT ∈ Rc×h×w, we let

V =
[
v1 . . . vc . . . v2c

]
∈ R2c×c×1×1, the body part feature

map of MCAF module can be written as:

MB =
[
m′1 . . . m′c . . . m′2c

]
∈ R2c×h×w (11)

Thus, we can get the complete output of ourMCAFmodule
from one original feature map by (12):

M1 = concat
(
MH , MB, MT

)
∈ R4c×h×w (12)

Through above operation, we obtained a feature map M1
with channel attention by inputting an original feature map.
We use the same operations for another two original fea-
ture maps as above and obtained feature map M2 and M3.
As shown in Fig. 1, we have selected three output feature map
of basic network convolutional layers, and used the MCAF
module to obtain three feature maps with channel attention.
So we have three re-weight feature maps M1, M2, and M3,
respectively.

2) CEA MODULE
Bilinear convolution neural networks (B-CNNs) have
been applied to many visual tasks, such as visual
question-answering (VQA), segmentation, and fine-grained
image recognition. Factoring bilinear pooling using
Hadamard product is an effective way to improve visual task.
Yu et al. [18] developed hierarchical B-CNNs to get fine part
features. Here, we consider cross-layer bilinear pooling to be
an attention enhancing method for the elements of feature
map, and regard it as one part of TPA-CNN. We describe the
factoring bilinear pooling usingHadamard product for feature
map elements making a choice of weights.
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The B-CNNs model performs feature fusion utilizing the
last layer of output from two identical convolutional neu-
ral networks. Here we have a convolutional network output
feature map X ∈ Rc×h×w with channel c, height h, and
width w. Feature map X ∈ Rc×(h×w) can be described as
X =

[
x1 x2 . . . xc

]T
∈ Rc×(h×w), and Y ∈ Rc×(h×w) can be

described as Y =
[
y1 y2 . . . yc

]T
∈ Rc×(h×w). The B-CNNs

model can be defined by:

fi = XTWiY (13)

where fi is the output of bilinear pooling model and
Wi ∈ Rc×c is a weight matrix. In order to get the output
F =

[
f1 f2 . . . fi . . . fo

]T
∈ Ro of model, where o rep-

resents the number of image categories, we need to get the
value of W =

[
W1 W2 . . . Wo

]T
∈ Rc×c×o. In order to

reduce the rank of Wi, according to matrix factorization, the
weight matrixWi can be factorized into two one-rank vectors,
the output of B-CNNs model can be rewritten as:

fi = XTWiY = XTUiVT
i Y = IT

(
UT
i X ◦ V

T
i Y

)
(14)

where I ∈ Rd is a column vector of ones, U ∈ Rc×d

and V ∈ Rc×d are projection matrices. Meanwhile, d is a
hyper-parameter deciding the dimension of features and ◦ is
Hadamard product. The output vector F ∈ Ro can be written
as:

F = PT
(
UTX ◦ VTX

)
(15)

where we replace I ∈ Rd with P ∈ Rd×o, which is the
classification matrix. In our method, we let U ∈ Rc×d and
V ∈ Rc×d be identity matrices, then the output vector can be
written as:

F = PT (X ◦ X) (16)

We can see from (16), the feature map X has a
Hadamard product with itself to perform element reweight-
ing, which is the self-element attention (SEA) method. SEA
method reweights elements using single feature map while
completely ignoring the interaction information between
cross-layer feature map [18]. We selected two different fea-
ture maps X and Y which come from different convolution
layer and own the same dimension. Through the above math-
ematical reasoning, the cross-layer bilinear pooling can be
regarded as the product of corresponding positions elements
of two different feature maps X and Y . After the Hadamard
product between two feature maps coming from different
layers, the weights of the element with the larger value will
be increased, and the weights of the element with the smaller
value will be weakened. Compared with SEA module, CEA
module has much more sensitive to dig more information
about feature map elements.

In the 1) part, we have three re-weighted feature maps
M1,M2, andM3, respectively. And we combine MCAF mod-
ule and CEA module. LetM1,M2, and M3 have a Hadamard

product in any two of them, there are three options. The final
output vector Z ∈ Ro of TPA-CNN can be obtained by (17):

Z = PTconcat

×

(
UTM1 ◦ VTM2,UTM1 ◦ VTM3,UTM2 ◦ VTM3

)
∈ Ro (17)

According to the (16), the (17) can be simplified as follows:

Z = PTconcat (M1 ◦M2,M1 ◦M3,M2 ◦M3) ∈ Ro (18)

where P is the classification matrix,M1,M2, andM3 are three
re-weighted feature maps throughMCAFmodule which have
the same dimension.

In the 1) part, we designed a module to dig more
information concerning channel. In this part, taking inspira-
tion from work in [16] and [31], we proposed CEA module
and verified it through mathematical derivation. The CEA
module aims to set multiple weights for feature map elements
through the interaction of cross-layer elements. Therefore,
by connecting theMCAFmodule in front of the CEAmodule,
our model use channel by pixel attention mechanism to locate
the discriminative parts.

C. LOSS FUNCTION
Center loss is designed for face recognition. Inspired by face
recognition, we introduce it into our model as an auxiliary
loss function for fine-grained recognition. For fine-grained
image recognition, one of the most difficult is that there are
large differences in inter-class and small differences in intra-
class. In order to solve this problem, at the end of our network
model, we design two parallel fully connected layers, one
fully connected layer is designed for the Softmax loss func-
tion, and another fully connected layer is design for center
loss function [42].We utilize a joint loss function to minimize
the distance in the intra-class, and maximum the distances in
the inter-class of the deep features.

Thus, our joint loss function can be written as:

L = Ls + λLc (19)

where Ls represents Softmax loss function, Lc donates center
loss function, and we set the λ = 0.3.

IV. EXPERIMENTS
A. DATASET OVERVIEWS
We evaluate TPA-CNN on three widely used datasets for
fine-grained image recognition, including Caltech-UCSD
Birds (CUB-200-2011) [19], FGVC-Aircraft [47], and Stan-
ford Cars [48]. The details of the three datasets are shown
in Table 2, and we use the same data splits displayed in
the table.

B. IMPLEMENTATION DETAILS
We remove the fully-connected layers from the basic net-
work, such as ResNet-50 and wide-ResNet-50, and add our
design layers to make up our model.We firstly train the layers
we designed and then fine-tune the whole model to get the

104990 VOLUME 8, 2020



H. Wei et al.: TPA-CNN for Fine-Grained Image Recognition

TABLE 1. Comparison of results on CUB-200-2011, FGVC-Aircraft, and Stanford cars datasets.

TABLE 2. Statistic of three public datasets.

best parameters for our TPA-CNN. In all our experiments,
the input images are resized to 600 ∗ 600 and cropped to
448∗448 randomly, then we flip the image horizontally with a
probability of 0.5.When testing themodel, we just resized the
image to 600∗600 and cropped to 448∗448 by center. We use
the standard stochastic gradient descent method. We train
on each dataset for 200 epochs; the batch size is set as 16,
the weight decay is set as 1 ∗ 10−5 and the momentum is
set as 0.9. The learning rate is initially set to be 1.0 when
training the layers we designedwhile ResNet-50’s parameters
are fixed. We set the learning rate is 0.01 when fine-tune
the whole model. Then, learning rate reduced by a factor
of 10 every 50 epochs.We implemented our experiment using
Torch. When we trained the layers we designed and fine-tune
the whole model, we spend 24 hours, 28 hours, and 22 hours
on the CUB-200-2011, FGVC-Aircraft, and Stanford Cars
datasets, respectively.

C. QUANTITATIVE EVALUATION
We evaluate TPA-CNN on the CUB-200-2011,
FGVC-Aircraft, and Stanford Cars datasets, respectively.
The results are displayed in Table 1. It is observed that
compared with those state-of-the-art method, our method
achieved the competitive result. In Table 1, from top to bot-
tom, those methods can divide into two groups according to
whether supervised bounding box or part annotation is used.

TABLE 3. Effect of attention module.

Here, Anno. represents whether the model uses the super-
vised bounding box or part annotation. We compared our
model with two types of baselines based on whether they
use bounding box or part annotation or not. When we train
our model, we only use the weakly supervised image label
information. The models which only use weakly supervised
image label can be divided into three categories, (1) part
feature extracting and learning; (2)models based onB-CNNs;
and (3) methods based on attention mechanism. We take two
convolutional networks as backbone network, compared our
model based on ResNet-50 with those state-of-the-art method
stated in Table 1. In CUB-200-2011 dataset, Mask-CNN [11]
uses the supervision with part annotation. B-CNNs [46],
DeepLAC [44], SPDA-CNN [43] and HS-net [13] using
bounding box and part annotation, compared with those
models using strong supervision information, we get 0.5%
higher than the HS-net [13] model, which is the best per-
forming model between these models. Compared with weak
supervision methods, such as PDFS [16], GMNet [45], and
DFL-CNN [28] using part feature extracting and learning,
our model gets 3.5%, 1.5%, and 0.6% higher accuracy than
these models, respectively. Our work is based on the idea of
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FIGURE 4. Visualization of the model output on three datasets. The first
column is the original input image, the second column to forth column
are the visualization of the three feature maps generated in (18) before
they concatenating.

attention mechanism, compared with works based on visual
attention mechanism, such as RA-CNN [39] and MA-CNN
[15], our model gets 2.7% and 1.5% higher accuracy respec-
tively. Compared with works such as CBP [17], LRBP [30],
and HBP [18], our work gets 4%, 3.8%, and 0.9% higher
accuracy, respectively.

We also evaluate our model on the Stanford Cars [48] and
FGVC-Aircraft [47]. Compared with state-of-the-art method
in Table 1, TPA-CNNget 0.1% higher thanHS-net [13] which
has the highest accuracy on the Stanford Cars datasets and
get the same accuracy as the DFL-CNN [28] which has the
highest accuracy on FGVC-Aircraft dataset.

D. ABLATION STUDY
In this section, we provide an analysis and ablation
experiment to understand the components and variants of our
proposed TPA-CNN on three validation set.

1) AVAILABILITY OF ATTENTION MODULE
In order to verify the availability of TPA-CNN, we selected
three datasets to evaluate the attention module. In Table 3,

TABLE 4. Effect of layers on cub200-2011 dataset.

TABLE 5. Effect of MCAF module parameter r setting on
cub200-2011 dataset.

FIGURE 5. Overview of the effect of parameter number filter setting on
cub200-2011 dataset.

we provide a detailed analysis on different key module set-
ting. Given a base network, we investigate the contribution
of each module. Taking ResNet-50 as the backbone net-
work, after fine-tuning, ResNet-50 achieved 83.3%, 92.7%,
and 90.3% accuracy on the CUB-200-2011, Stanford Cars
datasets, and FGVC-Aircraft, respectively. Our CEA mod-
ule is designed based on B-CNNs, and the CEA module
is designed for the element of the feature map. Before
re-weighting the element of the featuremap, we added a chan-
nel re-weighting module that is MCAF module to form our
two-level progressive attention model. Firstly, we compared
the SEA module with CEA module, the SEA and CEA are
indicated in Table 3 comments. We compared the impact of
each module on the classification accuracy. we only added
the SEA module on backbone network, and get 2.1% and
0.5% higher accuracy on CUB-200-2011 and FGVC-Aircraft
dataset but 1.3% lower accuracy on Stanford Cars. When we
replaced the SEA module with the CEA module, the effect
was 2 %, 1.9%, and 0.3% higher than ResNet-50 with SEA
module on three datasets. when we add the MCAF module
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FIGURE 6. Visualization of the model’s response to different convolutional outputs on CUB-200-2011, Stanford Cars and FGVC-Aircraft datasets
respectively. The first column is the original image, the second to fourth columns are response of the basic network convolution, the fifth to seventh
columns are columns are the response of the convolution through the MCAF module, and the last three columns are the response of the convolution
through the CEA module.

on ResNet-50 with using CEA module, and we achieved a
4.7 %, 1.3%, and 1.4% higher accuracy than fine-tuned base
network.

Table 3 manifests the two attention modules can
effectively improve the fine-grained recognition accuracy.
To demonstrate the location and number of regions which the
model final activated, we further visualize the final convolu-
tion output of themodel. As shown in Fig. 4, the left column is
the original image, and the right three columns are the visual-
ization of the three feature maps generated in (18) before they
concatenating. Here we randomly selected two images from
three datasets, respectively. For the birds, themodel randomly
activates the head, mouth, feet or other parts. For the cars,
the lights, wheels, and so on, are activated. For the aircrafts,
the engine room and wings are activated. From the above
analysis, it can be clearly found that our model can search
one or more unrelated discriminative regions without setting
the location and number of discriminant regions artificially,
which are obtained by the model dynamically.

2) EFFECT OF CEA MODULE PARAMETERS SETTING
In our model, we select the ResNet-50’s conv5_1,
conv5_2, and conv5_3 as the original input feature maps
in Fig 1. In order to investigate different layers perfor-
mance, we choose other layers in ResNet-50, such as
conv4_0∼conv4_5 which have same dimensional. The
results are shown in the Table 4, If we use the feature
maps conv4_0, conv4_1, and conv4_2, the accuracy only
can reach 76.1%. When use a little high-level feature maps,
the accuracy becomes higher gradually. The results demon-
strate that the performance gain of our designed framework
come from the high-level features such as conv5_1∼conv5_3.
Since our model is inspired by B-CNNs which utilize the
high-level features of the final output of the convolutional
network, the middle-level features have a very little help
for fine-feature learning. Our work is a further design on
B-CNNs. The experience in Table 4 has proved our model

utilizes the high-level features to make the accuracy of fine-
grained image recognition higher.

3) EFFECT OF MCAF MODULE PARAMETERS
In the Table 3, we test the availability of attention module
and compare the effect of the SEA module and the
CEA module. For the MCAF module, both the parameters
r in channel-wise attention operation and number of filter
kernels determining the output feature map channel in chan-
nel fusion operation have a certain effect on the accuracy for
fine-grained recognition. Therefore, in order to find the best
hyper-parameters, we conduct multiple sets of comparative
experiments on CUB-200-2011.

a: EFFECT OF PARAMETERS R
In section III, we use (4)-(10) to elaborate three different
reduction ratios r . In Table 5, when other parameters of
TPA-CNN were fixed, the results display the effect of the
three different reduction ratios r . Through comparison exper-
iments, the mix reduction ratios r get 0.2% or 0.3% higher
accuracy than just use one reduction ratio. Experiments prove
that using three different reduction ratios r in MCAF module
can achieve the best result.

b: EFFECT OF PARAMETERS NUMBER FILTER
In section III, we use (11) to illustrate the channel fusion.
In Fig. 5, in order to evaluate the influence of number of filter
kernels, we fixed the parameter r , and set r = 16, 32, 64 for
MH , MB, and MT , respectively.

In Fig. 5, the length ratio of the lines represents the dis-
tribution the number of filter kernels determining the output
feature map channel. When performing 1 ∗ 1 kernel filter
for convolution in channel fusion operation, we use different
number of filter kernels for UHead , UBody, and UTail . We can
see from Fig. 5, when the number of filter kernels is halved or
double number of input feature map channel, their accuracies
are reduced. When we set the number i of filter kernels for
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MH , MB, and MT are 2048, 4096, and 2048, respectively,
the model reaches the optimal performance.

4) VISUALIZATION AND ANALYSIS
To better observe the model, we visualized the
model’s response to different convolutional outputs on
the CUB-200-2011, Stanford Cars, and FGVC-Aircraft
in Fig. 6, respectively. We obtain the activation response
graph by superimposing the average value of the output of
the convolution layer with the original image. We randomly
select three images from that three datasets respectively.

The visualization shows that output of the three
convolutional layers after ResNet-50’s conv5_1, conv5_2,
and conv5_3. It can be clearly observed that in the orig-
inal convolutional layers’ visualization, the discriminative
areas even the foreground areas are not activated or only
locate extremely few parts. After through the MCAFmodule,
the visualization of feature maps demonstrates that MCAF
module can ignore the complex andmessy background region
and effectively focus on the foreground region. Finally, the
visualization of feature maps after through the CEA module
demonstrates that our model can find one or several discrim-
inative regions before softmax loss function classification.
And we can also find that the different convolutional layers
activate the same or different discriminative regions. From
left to right in Fig. 6, it can be seen that our module gradually
finds the discriminative regions and increases the diversity
of attention areas spreading over object foreground areas.
Our model uses a two-level attention module to gradually
focus on the most discriminative areas from coarse-grained to
fine-grained can effectively improve the accuracy of
recognition.

V. CONCLUSION
For fine-grained image recognition, the discriminative feature
is crucial but also is subtle and regional. In order to better
locate and extract correct region features for fine-grained
image recognition, in this study, we propose a two-level pro-
gressive attention convolutional network (TPA-CNN) with-
out using bounding box or part annotations. Our model
includesMCAFmodule and CEAmodule. Firstly, theMCAF
module obtains a re-weight feature map group by making
a channel-wise and channel fusion. Then, the CEA module
re-weights the elements of the feature map we obtained in
the first step. Our model is a two-level progressive model
which can effectively focus on the discriminative areas from
coarse-grained to fine-grained.We have achieved competitive
results on the three popular datasets.

However, there are still some issue worthy of further dis-
cussion in our research. We only rethought about two impor-
tant dimensions of the feature map: channel and element, but
feature map still has other information to mine. In future we
will attempt to exploit more information regarding feature
maps which may have better performance for fine-grained
image recognition.
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