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ABSTRACT The photonics integrated interference imaging technique has attracted intensive attention
because of its superior imaging performance and structural compactness. Traditional architecture designs
of the photonics integrated interference imaging systems are of radial patterns and rectangular patterns.
Due to their large lens intervals, the resulting frequency distributions are insufficient to satisfy the Nyquist
sampling conditions. In this article, a new structural type of hexagonal arrays is designed, which has a dense
lens distribution. Two paring methods are developed for the radial baselines and lateral baselines, and they
can be selected according to the actual frequency bands of interest. The imaging performance of different
arrays is analyzed, and the hexagonal array is proved superior over the radial pattern and rectangular pattern
in terms of point spread functions. A reconstruction algorithm based on the compressed sensing theory is
proposed to restore salient features from insufficiently sampled signals. A measurement matrix is set in
accordance with the structural design to avoid data regridding. Experimental results demonstrate that the

imaging resolution is improved remarkably with respect to the original images.

INDEX TERMS Interference imaging, baseline pairing, compressed sensing, image reconstruction.

I. INTRODUCTION

The resolution of a telescope is determined by the diffraction
limit. With increasing demand for higher resolving capa-
bility, the apertures of the primary mirrors of astronomical
telescopes are approaching tens of meters [1]. While the
longitudinal length of the optical system is even greater
than the mirror’s aperture. For instance, the diameter of the
Hubble Space Telescope’s primary mirror is 2.4 m but its
longitudinal length is 13.25 m [1]. A new type of telescope
SPIDER (Segmented Planar Imaging Detector for Electro-
optical Reconnaissance) is developed based on the interfer-
ence imaging. Compared to the conventional electro-optical
imaging systems, the size, weight, and power can be reduced
by 10x to 100x for an equivalent imaging resolution by
introducing photonic integrated circuits (PIC) [2], [3].
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SPIDER contains two important components, namely the
sensor system and the processing module. The sensor system
is composed of a micro-lens array and the processing mod-
ule is composed of PIC cards matched with the micro-lens
array, both of which have significant impact on the imaging
quality. Traditional architecture designs of SPIDER are of
radial patterns, as illustrated in Fig.1. One-dimensional (1D)
PIC cards distribute uniformly around an inner cylinder of
aradius r = b/[2tan (p/2)], where b denotes the interval
between two adjacent lenses. The angular space between two
PIC cards is p = 2n/ k, where k is the number of PIC cards.
In the original system, k is set to be 27. Such a distribution
leads to sparse arrangement of micro-lenses [4], [5].

The interference baselines formed by micro-lens pairs
determine the spatial frequency of imaging, and the resolution
is directly related to the longest baseline. The baseline pairing
methods of the photonics integrated interference imaging sys-
tem (PIILS) are different from traditional interference antenna
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FIGURE 1. Traditional architecture designs of SPIDER (a) radial lens array;
(b) hierarchical multistage lens array; (c) rectangular lens array.

arrays, because each lens can only form one baseline in the
PIIIS, rather than being used repeatedly. Initially lenses are
paired from the outer towards inner ones, i.e. lens 1 with N,
2 with N-1, and so on, where N is the number of lenses in
a PIC card, henceforth the lengths of the baselines form an
arithmetic sequence. The key components of the PIIIS chips
such as arrayed waveguide gratings (AWGs) and multi-mode
interferometer (MMIs) have a low integrating level, and the
low frequency components are lacking, thus they cannot meet
the requirement on the frequency coverage of high-quality
imaging.

Subsequent researchers investigated various baseline pair-
ing methods to achieve better image quality. Chu et al
compared the high-frequency pairing method, low-frequency
pairing method and uniform pairing method, and it is proved
that the low-frequency pairing method is the best in terms
of imaging quality, and a programmable baseline pairing
method is developed to improve the feasibility and imaging
quality in different scenarios [5]. In order to overcome the
problem of insufficient sampling of low and medium fre-
quencies, Gao et al proposed a hierarchical multistage lens
array [6], as depicted in Fig.1(b). By increasing the number
of lenses at the outermost layer and middle layer, the total
numbers of short baselines and medium baselines can be
increased.

With the improvement of integration ability of the PIC
chips, large-scale arrays are demanded to acquire better
image quality. Limited by the manufacturing capability,
the complexity of the PIC system and henceforth the number
of the spectral channels is restrained. However, improvement
on the structure design and baseline pairing can adjust the fre-
quency distribution, thus the imaging quality can be improved
as well.

Owing to its superiority on miniaturization and compact-
ness, an alternate structure of rectangular patterns is intro-
duced, which contains 1D and two-dimensional (2D) PIC
arrays [7], as depicted in Fig. 1(c). To overcome the lack of
zero frequency, Yu et al proposed a ‘““checkerboard” design
and an aperture matching method, which can acquire a uni-
form frequency distribution together with the zero frequency
[8]. Recently, Yang et al proposed a complex rectangu-
lar sub-aperture arrangement method to improve the imag-
ing resolution further [9]. Rectangular patterns realize the
dense arrangement of micro-lenses, which greatly increase
the number of sampling points compared with the radial
patterns.
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Alternatively, reconstruction algorithms can be applied to
improve the imaging quality numerically. Pratley et al pro-
posed a reconstruction algorithm for the radial PIIIS inspired
by the existing interference imaging technologies in the radio
astronomy [10]. Regridding is conducted by interpolating
the data, so that FFT can be implemented. However, this
interpolating operation cannot be applied to nonlinear esti-
mators such as power spectrum. In addition, the regridded
data are correlated even if the original data are not [11]. As a
consequence, serious reconstruction error can arise.

Recently, deep learning has attracted intensive attention
because of its flexibility and widespread applications [12],
but the reliability of the training results depends on the com-
pleteness and representativity of the training samples. It is
difficult to collect comprehensive samples for PIIIS imag-
ing at present. As a result, compressive sensing with proper
sparse representations is adopted instead to break the Nyquist
sampling limit of the subsampled frequency signals.

In this article, a hexagonal pattern is proposed. Then,
two pairing methods are developed accordingly to switch
between the high frequency mode and the mid-low frequency
mode according to the actual requirements. A reconstruction
algorithm is proposed based on the compressed sensing to
improve the imaging resolution.

Il. ANALYSIS OF IMAGING PERFORMANCE

The PIIIS is an interferometric system composed of micro-
lenses and a PIC array. The micro-lens pattern is essentially a
sparse aperture which couples light into the PIC array to real-
ize interference imaging and its internal structure determines
the baseline matching.

A. IMAGING PRINCIPLE

The imaging progress of the PIIIS is depicted in Fig.2. A par-
allel beam from a distant object propagates to the front surface
of the micro-lens array. Two beams forming a baseline pass
through the delay lines 1 and 2 in the waveguide, respectively,
and interfere with each other in a four-quadrant orthogonal
detector. The resulting intensity of the combined beam is

I =01L+0L+2yL11L]|y2]
20— —
xcos{T[L-B-I-xl—xz]‘i‘arg(l/lz)} (D

where L is a unit vector in the direction of the incident parallel
light, B is a baseline vector whose direction is from micro-
lens 1 to micro-lens 2, and the dot product L-B represents
the free space optical path difference from the object plane
to the front surface of the micro-lens array. x; and x, are
the optical path lengths through the interferometer associated
with micro-lens 1 and micro-lens 2, respectively, and /1 and
I denote the corresponding intensities. y1» is the complex
degree of coherence between the light collected in the two
micro-lenses. The absolute value of visibility can be calcu-

lated as
Imax - Imin
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FIGURE 2. Diagram of imaging progress of PIIIS.

It is related to the source intensity through a Fourier trans-
form relationship in accordance with the Van Cittert-Zernike
theorem [13]. Images are formed by measuring the complex
visibility from different baselines thereby building up an
estimate of the two-dimensional Fourier transform of the
source intensity distribution. The inverse Fourier transform
of the complex visibility then yields the source intensity
distribution.

B. POINT SPREAD FUNCTION

The optical performance of a micro-lens array can be assessed
by its point spread function (PSF). An imaging system with
sparse apertures is equivalent to a diffraction-limited incoher-
ent imaging system [14]. PSF is hopefully close to the Dirac
delta function, which has a narrow central peak and small-
amplitude side lobes. The normalized PSF of the PIIIS is
obtained by imaging an object at an infinite distance using
a micro-lens array.

na2 2
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2 [Znaw/xz T2 /Af]
2may/x? +y2/Af
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where a is the radius of a single micro-lens, f is the focal
length, A is the wavelength of the incident light, J; is the first-
order Bessel function, and PSFy is the point spread function
of the central micro-lens. (x, y) are the coordinates at the
image plane, (x,, y,) are coordinates of the n-th micro-lens,
and (xj- x ), (¥j- ¥x) are coordinate shifts between two micro-
lenses.

Ill. BASELINE PAIRING METHODS OF HEXAGONAL PIIIS
A hexagonal pattern is developed to combine 1D PIC chips
and 2D PIC chips, which greatly increases the density of the
micro-lens array compared to the radial patterns and rectan-
gular ones. The fill factor is an important indicator for the
imaging characteristics of micro-lens arrays, which refers to
the ratio of the effective area to the total area of an equivalent
single lens. The fill factor of sparse apertures is defined as
f = dI/S, where d is the diameter of a single micro-lens,
and § is the average interval between two adjacent micro-
lenses. Hexagonal arrays have larger fill factors, implying
that hexagonal arrays have better compactness than the radial
and rectangular arrays.

A. RADIAL PAIRING METHOD

Fig.3(a) depicts a hexagonal PIIIS, and Fig.3(b) shows the
sub-bands in the micro-lens array. The lenses in the same
color make up a sub-band. The central lens forms the first
sub-band, and other sub-bands are defined from inner to outer
rings in sequence.

(@)

FIGURE 3. Hexagonal PIIIS’s concept of design (a) 3D schematic; (b) lens
rings.

The radial pairing method is shown in Fig. 4(a). A lens with
coordinate (X, Y) composes a baseline with the farthest lens
(-X, -Y) in the same sub-band. As a result, the line linking a
lens pair is along the radial direction. It is worth mentioning
that the central lens (0, 0) is paired with itself to sample the
zero frequency. The resulting length distribution and angular
distribution of baselines are shown in Fig.4(b) and Fig.4(c),
respectively. According to the formulae u = i—’; andv = %
[11], a long baseline corresponds to a high frequency, and
a short baseline corresponds to a low frequency. Thus this
radial pairing method can achieve the longest baseline in the
hexagonal array. The frequency distribution (u, v) are made
concentrated to high frequencies to obtain high resolution, but

lack of low frequencies.

VOLUME 8, 2020



C. Ding et al.: Structure Design and Image Reconstruction of Hexagonal-Array PIIIS

IEEE Access

NN

J numbers
& 88388

oL
W e @ 40 2 0 © 0

2 o
angle of baseiine ()

©

FIGURE 4. Distribution of baselines in radial pairing method (a)
construction of baselines; (b) length distribution; (c) angle distribution
(30 sub-bands; 2611 lenses; 1305 baselines).

FIGURE 5. Lateral pairing method (a) spiral path; (b) construction of

baselines.
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W B0 0 40 @ 0 2 40 60 B
angle of baseline (*)

(b)

FIGURE 6. Distribution of baselines in lateral pairing method (a) length
distribution; (b) angle distribution (30 sub-bands; 2611 lenses; 1305
baselines).

B. LATERAL PAIRING METHOD

A spiral path is designed in Fig.5(a). The path starts from the
lens (S, 0) in the second sub-band and then traverses counter-
clockwisely in sequence from lower sub-bands to higher
ones. The search within a ring proceeds along the following
six directions, namely (i-2)S along 60°, (i-1)S along 120°,
180°, 240° and 300°, and iS along 0°, respectively in the i-th
sub-band.

The lateral pairing method is shown in Fig.5(b). The k-
th lens in the i-th sub-band composes a baseline with the
(k 4 i-1)-th lens along the spiral path. The length distribution
and angular distribution of baselines are respectively shown
in Fig.6(a) and Fig.6(b). It is obvious that the lateral pairing
method is beneficial to the short and medium baselines,
but disadvantageous for the long ones, implying that the
frequency coordinates (#, v) are made concentrated to low
frequencies and medium frequencies.

IV. IMAGE RECONSTRUCTION
According to the principle of the PIIIS, the imaging model is
established as

g=H " (AfA) +n “

VOLUME 8, 2020

where g is the measured complex visibilities associated with
different baselines, and f is the intensity distribution of the
object to be solved.

The Fourier basis is chosen in the imaging model func-
tion A, because it is suited for describing the imaging pro-
cess according to the Van Cittert-Zernike Theorem. Because
A is a symmetric matrix in the case of the fast Fourier
transform, the term AfA denotes the Fourier transform by
rows and columns respectively. H is the sampling matrix
of the PIIIS. It is composed of O and 1, corresponding to
the sampled frequencies associated with different baselines.
If the sampled complex visibility is not allocated exactly
at a discrete frequency, fractional weights can be assigned
to the neighboring frequencies. It is worth noting that the
array multiplication between H and AfA does not require
the sampled frequencies uniformly distributed, henceforth
data regridding can be avoided. In actual measurements,
a noise term 7 also needs to be considered due to the exis-
tence of atmospheric disturbance, CCD detecting noise and
other errors.

PIIIS is suited to be applied in space exploration and
military detection, and typically for imaging stars in dark
sky, ships in the blue sea and so on. These salient features
with remarkable gradient changes fortunately meet the rep-
resenting capability of the compressed sensing theory [15].
To highlight the edges, a total variation term is added in the
objective function as follows

n}in%nH. « (AfA) — gI* + I llzv )

where % |H -* (AfA) — g||? is a similarity term used to indicate
the difference between the calculated result and the measured
spectrum. u is the weighting coefficient, and ||f ||7y is the
total variation term used to measure the sharpness of edges

W llzv = IVFIl = 1D 11 + DT 11

where D is the difference matrix. A 6 x 6 differentiation
matrix is exemplified below

110 0 00
0 -1 1 0 00
00 -1 1 00

D=119 0 0 -1 1 0
00 0 0 —11
00 0 1 -32

Df means making difference row by row, and fD7 means
making difference column by column.

Introduce intermediate variables s and ¢ to convert the
original non-differentiable problem into an equivalent opti-
mization problem with equality constraints

M
H}IHEIIH- * (AfA) — gII” + sl + 1111

st.  s=Df, t=fD" (6)
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The corresponding augmented Lagrangian problem is as fol-
lows

"
L(f 5,8, w,2) = S| (AfA) —gll?

Hllsll + el — w(s = Df) = (&t = D" )z

o1 02
+ 2 lls = DFIP + Sl =T ()
where w and z are Lagrangian multipliers, and p; and p, are
penalty coefficients. It is difficult to directly solve the aug-
mented Lagrangian problem, the alternating direction mul-
tiplier method (ADMM) can be employed by dividing the

original problem into four sub-problems, where are straight-
forward to be solved [16],

fip1 = argn}in% |H -* AfA) — g|* = wi (s — Df)

Pl o) 2
(=) 2+ 2 s =DFIP+ 2 e~ |
. o1
Skt = argmin sy = w (s = Dfer1) + - lls = Dficsll®

. P2
v =argmin el = (¢ = fir1 D7) of + 2 1= D |
Wil = Wi — p1 (Sk+1 — Dfet1)
Tk+1 = %k — P2 (tk+1 —fk+1DT)
The solving procedure of these sub-problems is presented
as follows,
(1) f sub-problem

Differentiate with respect to f, and the resulting derivative
formula is

2A[H?. % (Afi11A) — H. % g]JA+D'wl +zI'D
—p1D" (sx = Dfies1) — p2tc — fisr DXD =0 (8)

(2) s and t sub-problems
The shrinkage formulae are adopted, and the solutions are
given as

Sk+1 = max{

Wi 1 Wi
Dfi+1+—|——, 0}sgn(Dfit1+—)  (9)
o1l p1 P1

fi+1 = max{

%
Dfiy1+—
02

1 Zk
——, Otsgn(Dfy+1+—) (10)
P2 P2

(3) w and z sub-problems
The solutions of these linear problems can be updated as
Wil = Wk — p1(Sk+1 — Dfit1) (11
%1 = % — P2(tks1 — fiy1 D) (12)

(4) p1 and p; update

p1 and p; can be set as fixed constants. However, a faster
rate of convergence can be achieved by using the following
parameter updating scheme

L= Y101
P1

= { vap2  iflltkpi—fir1 DT 12 = o lltkp1—fis1 DT |12

ifllsg+1 — Dfeville = a1 llsir1 — Dfietill2
otherwise

13
02 otherwise (13)
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(5) Termination condition

Vi1 — ficll2 < 1ol

Will2 —

V. NUMERICAL DEMONSTRATION

In order to verify the imaging performance of the hexagonal
micro-lens array, the PSFs associated with different numbers
of sub-bands are calculated. The configuration parameters
used are listed in Table 1.

TABLE 1. Configuration parameters of hexagonal array.

Parameter Value

Wavelength 500 nm
Diameter of micro-lens 2.4 mm
Lens interval 2.9 mm
Object plane range 0.5 mm

Distance from pupil to image plane 0.5 m

The calculated PSFs associated with 2, 3, 4, 5, 10, and
20 sub-bands are shown in Fig. 7. The quantitative compar-
ison of the normalized PSFs is depicted in Fig. 8. It is seen
that as the number of sub-bands increases, the amplitude of
side lobes decreases gradually, and the spot width shrinks
significantly. When the number of sub-bands is greater than
10, high quality PSFs can be achieved.

(2) (h) (©)
) (€) M
FIGURE 7. PSF of hexagonal PIIIS with different numbers of sub-bands

(a) single lens; (b) 3 sub-bands; (c) 4 sub-bands; (d) 5 sub-bands; (e) 10
sub-bands; (f) 20 sub-bands.

Rectangular arrays and radial arrays with the same number
of micro-lenses are adopted for comparison, as illustrated
in Fig. 9, and the obtained PSFs are presented in Fig. 10.
The same scale of rectangular array and hexagonal array
have analogous geometric range (-0.04 m~0.04 m). While
the hexagonal array has lower amplitude side lobes and
narrower FWHM (full width at half maxima). This proves
that hexagonal arrays have better imaging performance than
rectangular ones. The radial distribution has a similar PSF
with the hexagonal array, but by a cost of a much greater
geometrical range (-0.1 m~0.1 m) due to the sparse arrange-
ment of micro-lenses. Thus, a hexagonal micro-lens array is
optimally distributed in terms of imaging performance.
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(a)

FIGURE 9. Three types of micro-lens arrays for PSF comparison (a) radial
distribution (38 PIC cards and 30 micro-lenses per PIC cards, total lens
number is 1140); (b) rectangular distribution (total lens number is

33 x 33 =1089); (c) hexagonal distribution (20 sub-bands, total lens
number is 1141).

—single lens

—rectangular array |
radial array

—hexagonal array

Ah

FIGURE 10. Comparison of PSFs of three micro-lens arrays.

TABLE 2. Configuration parameters for frequency assessment.

Parameter Value
Diameter of micro-lens 2.4 mm
Wavelength range 300~1000 nm
Wavelength channel number 10

Object distance 50 km

Total number of micro-lens 2611

The broadband beam is split into 10 wavelength-channels
in the AWGs, then the number of sampled frequencies can
be increased. The frequency distributions of the two pairing
methods of the hexagonal array are calculated using the con-
figuration parameters listed in Table 2.

The spatial spectral range of the radial pairing method is
(-0.4 cycles/m~0.4 cycles/m), as shown in Fig. 11. While
the spatial spectral range in the lateral pairing method is
(-0.2 cycles/m~0.2 cycles/m), as shown in Fig. 12. It is

VOLUME 8, 2020
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FIGURE 11. Frequency distribution of radial pairing method (a) frequency
distribution at wavelength 600 nm); (b) frequency distribution of 10
wavelength channels; (c) Enlarged partial view of (b).

FIGURE 12. Frequency distribution of lateral pairing method (a)
frequency distribution at wavelength 600 nm); (b) frequency distribution
of 10 wavelength channels; (c) Enlarged partial view of (b).

FIGURE 13. Images of hexagonal PIIIS (a) ground truth;(b) imaging result
of 30 sub-bands; (c) imaging result of 40 sub-bands; (d) imaging result of
60 sub-bands. The scale bar is 30 m.

concluded that the radial pairing method is advantageous in
collecting high frequencies, and conversely, the lateral pairing
method is advantageous in collecting low frequencies. In dif-
ferent detection tasks, proper baseline pairing methods can be
selected according to the demanded frequency distribution.

The imaging results of a hexagonal PIIIS using the radial
baseline pairing method are shown in Fig. 13. It is clear that
with the increase of the number of sub-bands, the image
quality and resolution are improved significantly. The con-
figuration parameters used are given in Table 3.

Due to the insufficient frequency sampling resulted from
the limited baselines of hexagonal arrays, the imaging result
is not clear. Then the reconstruction algorithm is applied.
Fig.14 (a) and (b) are a target resolution board USAF
1951 and the direct imaging result by the hexagonal PIIIS
with the radial pairing method. The limited number of
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TABLE 3. Configuration parameters for imaging test.

Parameter Value
Diameter of micro-lens 2.4 mm
Wavelength range 380~640 nm
Wavelength channel number 10

Object distance 50 km
Sub-band number 30, 40, 60

5=
6= |||=1

(a)

FIGURE 14. Reconstruction result of hexagonal PIIIS (a) ground truth;
(b) direct imaging result; (c) reconstruction resuit.

- G .
N “l . .Um -
kﬁ“ - “l nEmmEDnms

FIGURE 15. Impact of coefficient p on reconstruction quality (a) Region |
(from top to bottom: target; imaging result; reconstruction result at p =
14; reconstruction result at o = 40); (b) Region II (from top to bottom:
target; imaging result; reconstruction results at p = 2, 6, 10, 14, 18, 40;
the clearest reconstruction result occurs at p = 18); (c) Region Ill (from
top to bottom: target; imaging result; reconstruction results at p = 2, 6,
10, 14, 18, 40); (d) Region IV (From top to bottom: target; imaging result;
reconstruction results at p = 6, 10, 14, 18, 40, 70).

TABLE 4. MSE and PSNR increments.

p MSE PSNR PSNR increment
2 0.2483 6.0497 1.18%

6 0.2312 6.3595 6.36%

10 0.2275 6.4308 7.55%

14 0.2280 6.4209 7.38%

18 0.2161 6.6538 11.28%

40 0.2277 6.4260 7.47%

sub-bands leads to a lack of spatial frequencies, then the
features are blurry and some details are unrecognizable.
Fig.14(c) depicts the reconstruction result, with detailed
morphologies improved remarkably. Fig. 15 shows that
the resolutions of Regions I, II, III, and IV are improved
significantly.

When using different penalty coefficients, the obtained
image qualities are different. The mean-square error (MSE)
and Peak Signal to Noise Ratio (PSNR) increment of
Region II are given in Table 4 for quantitative comparison
[17]. The perceptual quality based and semantic based met-
rics can also be applied for analysis.
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VI. CONCLUSION

Due to its high fill factor, the interference imaging system
with a hexagonal array can yield better imaging results.
Appropriate baseline pairing methods can be applied accord-
ing to the actual demanded frequency bands. But the numbers
of micro-lenses and spectral channels are restricted by the
actual fabricating capability and affordable cost of PIIISs,
consequently the improvement of the imaging resolution
by changing the physical structure is limited. As a natural
alternative, numerical methods are investigated to improve
the reconstruction quality. The Fourier bases are adopted in
accordance with the imaging mechanism of PIIIS determined
by the van Cittert-Zernike theorem, and a sampling matrix
is assigned based on the actual frequency distribution of the
captured complex visibilities. The operation of array mul-
tiplication is utilized to avoid data regridding. As a result,
this reconstruction method does not require any mathematical
assumption on the data models or error distributions. The
resolution and imaging quality can be improved significantly.
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