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ABSTRACT The Ant Colony Optimization (ACO) is easy to fall into the local optimum and its convergence
speed is slow in solving the Travelling Salesman Problem (TSP). Therefore, a Slime Mold-Ant Colony
Fusion Algorithm (SMACFA) is proposed in this paper. Firstly, an optimized path is obtained by Slime
Mold Algorithm (SMA) for TSP; Then, the high-quality pipelines are selected from the path which is
obtained by SMA, and the two ends of the pipelines are as fixed-point pairs; Finally, the fixed-point pairs
are directly applied to the ACO by the principle of fixed selection. Hence, the SMACFA with fixed selection
of high-quality pipelines is obtained. Through the test of the chn31 in Traveling Salesman Problem Library
(TSPLIB), the result of path length was 15381 by SMACFA, and it was improved by 1.42% than ACO. The
convergence speed and algorithm time complexity were reduced by 73.55 and 80.25% respectively. What’s
more, under the ten data sets of TSPLIB, SMACFA outperformed other algorithms in terms of the path
length, convergence speed and algorithm time complexity by comparison experiments. It is fully verified
that the performances of SMACFA is superior to others in solving TSP.

INDEX TERMS Slime mold algorithm, ant colony optimization, high-quality pipelines, fixed selection,
travelling salesman problem.

I. INTRODUCTION
The traveling salesman problem (TSP) is a typical combinato-
rial optimization problem in Non-Deterministic Polynomial
problems (NP). TSP [1]–[3] is to find a shortest path by
visiting n cities in sequence and returning to the city of
departure. There are many significant applications of TSP,
such as designing the rational road traffic to reduce conges-
tion, planning logistics to reduce costs, setting up nodes of
internet to deal with the information flow, etc. In addition,
the welding sequence, cable wiring, data clustering and so
on can all be effectively solved by TSP. Some heuristic
algorithms have yielded the good results in solving TSP
such as Genetic Algorithm (GA) [4], [5], Particle Swarm
Optimization (PSO) [6], [7], Lin-Kernighan-Helsgaun Solver
(LKH) [8]–[10] and etc. Among them, Ant Colony Optimiza-
tion (ACO) [7], [11]–[14] has been widely applied in the
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traditional path planning and has good effect. But it is easy
to fall into the local optimal solution and its convergence is
slow. In recent years, a new heuristic bionic algorithm called
Slime Mold Algorithm (SMA) [15]–[20] has emerged, with
a strong and unique ability of path optimization. However,
the algorithm is not mature and systematic enough due to
staring later. Therefore, a Slime Mold-Ant Colony Fusion
Algorithm (SMACFA) for fixing selection of high-quality
pipelines is proposed. The key to design is that the high-
quality pipelines from SMA are directly applied to ACO.
SMACFA will enhance the global optimization ability and
improve the speed of convergence in solving TSP.

Currently, ACO is typically used due to good opti-
mization ability. The principle of ACO makes use of the
pheromones left in searching for food by ants and continu-
ously updates them, and then the good foraging route with
more pheromones will be chosen. ACO was first proposed
by Dorigo in 1991 [21]. The algorithm’s ontology adopts
parallel searching method, so it can be applied to all kinds of
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path optimization problems. However, it is easy to appear the
stagnation phenomenon, which will cause the risk of falling
into local optimum and the tardiness of convergence speed.
In order to solve the shortcomings, many classical improve-
ment methods have emerged [21]–[25]: ant colony system
(ACS) [22] which adds updated rule of local pheromones;
maximum and minimum ant system (MMAS) [23] which
limits the accumulation of pheromone; the best and worst ant
system (BWAS) [24]whichmainly enhances andweakens the
pheromones left by the better path and the worse path; The
initial pheromone optimization ant colony system [25] which
is mainly realized by the unequal distribution of the initial
pheromone. Although the algorithm has many advantages,
there are still some shortcomings to improve. On the one
hand, the result of ACOmay be suboptimal due to the random
rule of arbitrarily choosing from some better points. There-
fore, it is easy to fall into the local optimal solution. On the
other hand, the more accurate optimization path is wanted,
the more iterations are needed to set due to the average setting
of initial pheromone.

The Slime Mold Algorithm (SMA) [18]–[20], [27], [28]
is a newly arisen bionic algorithm which is based on the
foraging behavior of slime mold in nature. The slime molds
expand toward the food sources and contract away from the
food during foraging. Then, they can screen out the short-
est path to food by continuously moving and changing. In
2000, Nakagaki [26] and his team discovered the magic opti-
mization ability of slime molds and designed an interesting
experiment. They placed slime molds in a maze, put the
food at entrance and exit, and made slime molds move freely
under foraging behavior. After a period of time, the foraging
path was formed and that was the optimal solution of the
maze problem. In 2007, Tero et al. [27], Nakagaki et al. [28]
completed the tasks of combining the Poisson’s Law and the
Kirchhoff’s Law to construct road network pipelines which
are produced in foraging process of SMA. Eventually, a pos-
itive feedback mechanism model of "key pipeline key cul-
tivation" about SMA was abstracted by pheromone flow and
pipeline conductivity. In 2008, based on the original research,
Tero et al. [29] proposed the SMA of multi-food source
network. In 2010, Aono et al. [30] applied SMA to solve
TSP. Subsequently, Vincenzo and Bonifaci [31] verified the
feasibility and convergence of SMA. What’s more, Chinese
researchers such as Southwest University, have proposed a
strategy by using SMA to optimize the original pheromone of
ACO [32]–[35]. However, SMA started later, so the algorithm
is not systematic and mature enough and the stability needs
to be improved.

Many hybrid methods of ACO are improved from the
perspective of pheromones, such as the unequal distribu-
tion of initial pheromones or the setting limit of upper and
lower pheromones in path selection [32]–[38]. Pheromones
belong to the quantity produced by model; therefore, these
improved algorithms of depending on the pheromones in the
inherent model cannot get rid of the limitations from model.
Meanwhile, ACO randomly generates a set of path points

FIGURE 1. Schematic diagram of SMACFA.

to be selected in the point selection processing. So, path
points with poor effect are easily selected, which makes the
algorithm fall into local optimal. At the same time, as the
number of path points increases, the probability of poor path
points selected will greatly increase. Therefore, the result
of each test will fluctuate greatly, and the probability of
good result will decrease, that is, the algorithm has poor
robustness. SMA has strong optimization ability and there are
many high-quality paths with high flow and short distance.
Some paths from SMA are conducive to global optimization
due to its good optimization ability, thereby, the high-quality
pipelines selection method is proposed.

In this paper, SMA and ACO are combined to design
the SMACFA by fixed selection of high-quality pipelines.
The schematic diagram is shown in Fig. 1, the high-quality
pipelines which are from "key pipeline key cultivation" of
SMA are screened out by the relationship among distance,
flow and conductivity. The high-quality pipelines are best
paths by selecting from optimization result of SMA. Then,
the two ends of high-quality pipelines are taken as fixed-point
pairs to complete the directional selection in ACO, that is,
if the current point is one of the fixed-point pairs, the next
point will be directly determined by point pairs. Therefore,
the high-quality paths of SMA are applied as fixed path
segments in ACO to obtain fusion algorithm. The designed
SMACFA can achieve the following advantages:
• The selection of next point could be sub-optimal because
of randomness in ACO. But adding the direct selec-
tion rule of high-quality pipelines, the probability of
the best optimal choice can be increased. At the same
time, adding the fixed selection of pipelines will solve
local unreasonable selection and improve the algorithm
robustness;

• Due to the even distribution of initial pheromones in
early stage of ACO, large iterations are needed and the
convergence speed is slow. If some point pairs are added
in the optimization process, the algorithm will find the
next state point earlier. Therefore, the convergence speed
will be improved.

• If the fixed selection principle of high-quality pipelines
is used, the numbers of points will be reduced. Hence,
the algorithm time complexity will be declined.

The structure of rest is as follows: the second part describes
two basic algorithms of ACO and SMA; the third part
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FIGURE 2. The description of ant colony foraging behavior.

describes SMACFA, which is selecting high-quality pipelines
through SMA and using the selected pipelines as fixed
pipelines in ACO; the fourth part completes the simulation
and result analysis; the fifth part is conclusion and summary.

II. ANT COLONY OPTIMIZATION AND SLIME MOLD
ALGORITHM
A. ACO
ACO is a bionic heuristic algorithm, which imitates the for-
aging behavior of ants. In the biological world, if ants find
the food source, they will secrete a chemical substance called
pheromone on the way from food to nest. Each individual of
colony mainly uses the pheromone to exchange information
and to find foraging path. As shown in Fig. 2, the basic
principle [7], [11]–[14], [21]–[25] is: if the food is found by
ants, they will leave pheromones on the path to inform other
companions when they return to nest. In the processing of
foraging, ants will find food by the pheromones left on path
and the pheromones of each path will be accumulated by the
number of ants passed. The higher pheromone concentration
of path segment is existed, the larger probability is selected.
Under the influence of pheromones, the foraging behavior
form a positive feedback and ant colonies will gradually
select a short path from the anthill to food.

Based on the foraging principle of ant colony, ACO is
formed and applied to solve TSP. The specific rules are as
follows [11], [14], [22], [24]:

1) The m ants should be placed on n points, and the
selection rule of next point is based on the state movement
probability. The formula which calculates the state movement
probability of the K th ant from the current point i to the next
position point j is illustrated as:

Pkij =


[
τij (t)

]α [
ηij
]β∑

j∈allowed
[
τij (t)

]α [
ηij
]β , j = allowed

0, otherwise

(1)

ηij = 1/Lij (2)

where τij (t) represents the pheromone concentration of the
path from point i to point j at time t. α and β are the weight
coefficient and the allowed is the set of all points which are
not accessed. ηij represents the expectation degree from point
i to point j.

2) During the optimization process, the points which have
been traversed by ants, should be recorded in tabu list.
When the ants select the next path point, they not select the
points which have been visited. Therefore, the ant does not
repeatedly traverse to the selected path point.

3) When the ants finish visiting all the points, they
will save the pheromones left in path optimization. Then,
the pheromones will be updated according to the updated
pheromone formula:

τij (t + 1) = (1− ρ) τij (t)+1τij (t) (3)

1τij (t) =
∑m

k=1
1τ kij (t) (4)

1τ kij (t) =

{
1/Lk , the kth ant at time t
0, otherwise

(5)

where ρ represents the volatility coefficient of pheromone
and the range of ρ is usually 0 < ρ < 1.

4) The processing of iteration will be completed according
to the above method until the requirements are met. Then,
the optimal path will be obtained.

B. SMA
The bionic model of SMA [39]–[42] is derived from the
foraging behavior. By the expansion behavior, slime molds
cover the whole road network firstly. Then, in the foraging
process, slime molds continuously move towards food by
expansion, and withdraw from the redundant paths which are
far away from food by contracting behavior. Finally, the high-
quality paths are retained and a path to food source is formed.
SMA of the pipeline model can be abstracted by foraging
instinct of slime molds. It is shown in Fig. 3, the principle
of the model is as following [32]–[35], [41]: Firstly, slime
molds build the pipeline network in all directions of food
source. Then, according to the length of path, obstacles, and
other external environmental factors, slime molds will select
the foraging path by the principle of seeking advantages and
avoiding disadvantages. The movement of slime molds on
the path is constantly changing and the flows of every path
is gradually formed. Finally, the pipeline structure which is
composed of the optimal path is obtained by flows.

The TSP can be realized by the pipeline model of SMA.
The rules are as follows [17], [18], [43], [44]:

1) Variable initialization needs to be completed and the
distance Lij between point i and j is required to calculate. The
distance calculation formula is:

Lij =
((
xi − xj

)2
−
(
yi − yj

)2)1/2 (6)

where xi and xj represent the abscissa of point i and j, yi and
yj represents the ordinate of point i and j. Lij is the length of
pipe (i, j).

2) Two points as the entry point and the exit point are
selected, and the pressure of each point should be calculated
according to Kirchhoff’s law. The calculation formula of
pressure is given as:∑

i

Dij
Lij

(
Pi − Pj

)
=


−I0, for j = 1
I0, for j = 2
0, otherwise

(7)
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FIGURE 3. Schematic diagram of pipeline model about slime molds.

FIGURE 4. Schematic diagram of algorithm principle by SMACFA.

where theDij is the conductivity of pipeline (i, j) and Lij is the
distance of pipeline (i, j). The pressure value can be calculated
by setting a point of pressure as the reference, such as setting
j = 2 and P2 = 0 as reference.
3) Qij is the flow of pipeline (i, j), the flow value between

point i and j is calculated by the relationship among the
pressure difference

(
Pi − Pj

)
, the conductivity Dij and the

length Lij. The calculation formula of Qij is as follows:

Qij =
Dij
Lij

(
Pi − Pj

)
(8)

The formula of updating the conductivity is expressed as:
dDij
dt
=

Qij
1+ Qij

− Dij (9)

The iteration formula is obtained as:

Dij (n+ 1) =

( ∣∣Qij (n)∣∣
1+

∣∣Qij (n)∣∣ − Dij (n)
)
∗1t + Dij (n)

(10)

4) Using iterative method, the formula (7) is needed to
repeat, (8) and (10) until the iteration termination condition
is met. The iteration termination condition is as follows:∣∣Dij (n+ 1)− Dij (n)

∣∣ ≤ δ (11)

According to the final pipeline flows, the optimal path Lbest
is obtained by selecting the pipeline with the largest flow. The
formula for selecting the optimal path is defined as:

Qinest = max {|Qi1| , |Qi2| , · · · , |Qin|} (12)

where Qinest represents the largest pipeline flow value from
the current point i to the next point (next). After a selection
circle, point j selected will become the current point i in the
next selection process. According to formula (12), the path
optimization enters the next selection and the point i is put in
Lbest in sequence.

III. SLIME MOLD-ANT COLONY FUSION ALGORITHM
In the process of optimization, the pheromones of ACO are
evenly distributed at the beginning. So, when the number of
path points is large and dense, the convergence speed is slow
and the algorithm is easy to fall into local optimum. Addi-
tionally, the optimization mechanism of ACO is selecting the
next point by random. It appears that some path segments
with long distance are selected. Hence, the suboptimal solu-
tions are usually got rather than optimal results, and a lot of
optimization time is spent. According to these deficiencies,
SMA and ACO are combined to design the SMACFA by
fixing selection of high-quality pipelines in this paper. As
illustrated in Fig. 4, the designed key is to extract some
high-quality path segments from SMA and directly apply
them to ACO as fixed paths. On the one hand, SMACFA
prevents the algorithm from falling into the local optimum
and improves the probability of the optimal path; On the other
hand, it reduces the number of path points and the complexity
for improving the search efficiency.

The selection rule of high-quality pipelines is as shown
in Fig. 5. The shortest distance and the result of SMA are
combined, that is, the path segments with shortest distance
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FIGURE 5. The selection mechanism of high-quality pipelines.

FIGURE 6. Flow chart of SMACFA.

in SMA are selected. Then these path segments are directly
applied to ACO to solve the local optimal problem. The
times of the random selection of ACO are reduced and the
influences of the flow factor and distance factor are added in
the process of optimization. So, the optimization ability and
convergence speed of the algorithm are obviously improved.

The basic principle of SMACFA is shown in Fig. 4.
Firstly, a path is obtained by using the "pipeline cultivation"
method of SMA. Then, the relationship among distance, flow
and conductivity is combined to screen out the high-quality
pipelines. At the same time, the two ends of pipeline are taken
as the fixed-point pair to form the set LAB. The fixed-point
pairs in LAB are applied to complete the directional selection
in the optimization process of ACO, that is, the next point is
directly determined when a point is selected in LAB.

In other words, the rule of fusion algorithm is equivalent to
automatically match points by mapping relationship between
set A and set B, where, set A and set B are the sets combined
with the end points of the fixing point pairs.

SMACFA combines the fixed-point pairs from SMA
and the state movement probability of ACO. According
to the principle of SMACFA, the algorithm flowchart is
as shown in Fig. 6 and the steps for solving TSP are as
follows:

1) The path Lbest needs to be obtained by SMA. According
to the relationship among the distance, flow and conductivity,
the high-quality pipelines with large flow and short distance
between two points are selected from Lbest . The two ends of
the high-quality pipelines are taken as point pairs and put into
the set LAB. The selection formula of the fixed-point pairs is
as follows:

LAB =
{
(i, j)

∣∣Qij > Qη,Dij > Dη , i ∈ Lbest (u),

j ∈ Lbest (u+ 1) , u ∈ [1, n) } (13)

where Qη and Dη are respectively the limited values of flow
and distance, i is the U th value in Lbest and j is the (U + 1)th
value in Lbest . LAB is the set which is consist of both ends of
high-quality pipelines.

2) The intersection set AB is calculated by set A and set B.
The intersection points in AB are removed and directly put
into the tabu table as the points which have been visited.
It will prevent the intersection points from being selected by
state movement probability method and affecting the direct
selection rule of fixed pipelines.

3) The current point i will be judged whether it is in
LAB or not. If i is in LAB, the next point will be selected by
the fixed selection rule of high-quality pipelines. Otherwise,
the next point will be visited by state movement probability
of ACO. In summary, the selection formula of next point is
obtained as:

J =

{
JLAB , j = allowed and i ∈ LAB
max

{
pkij
}
, j = allowed and i /∈ LAB

(14)

4) According to the rule of state transition probability
in ACO, the selection from the current point to the next
point is carried out. The probability calculation formula

202512 VOLUME 8, 2020
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TABLE 1. Steps of slime mold-ant colony fusion Algorithm.

is defined as:

Pkij =


[
τij (t)

]α [
ηij
]β∑

j∈allowed
[
τij (t)

]α [
ηij
]β , j = allowed

0, otherwise

(15)

And the pheromone updating formula is:

τij (t + 1) = (1− ρ) τij (t)+1τij (t) (16)

The corresponding point of the current point is found by the
fixed-point pairs in LAB. According to the fixed selection rule
of high-quality pipelines, the corresponding point is directly
taken as the next selected point. The fixed selection formula
is expressed as:

JLAB =

{
LAB (u, 2), point i is LAB (u, 1)
LAB (u, 1), point i is LAB (u, 2)

(17)

5) After the selection from the current point to the next
point, the point selected will be the new current point to
complete the next selection cycle by formula (14). And then,
the Ncth path result LLength (Nc) is obtained when all points
are continuously visited by formula (13) - (17). Furthermore,
when iteration termination condition is met by the iteration,
all the paths LLength (Nc) are obtained and the formula is
given as:

LLength =
{
LLength (1) , · · · ,LLength (Nc_max)

}
(18)

where the Nc is the number of the current cycle and the
Nc_max is the maximum of iterations.

Finally, the optimal path LLengthbest with the shortest path
is selected from all the paths obtained and the formula is as
follows:

LLengthbest = min
{
LLength

}
(19)

According to the above description, the steps of SMACFA are
summarized as shown in Table 1.

TABLE 2. Parameters and configurations of the algorithms.

TABLE 3. The high-quality fixed pipelines.

IV. SIMULATION AND RESULT ANALYSIS
Through the Traveling Salesman Problem Library (TSPLIB)
which is included the large data sets for TSP, the simulation
tests of GA, PSO, LKH, SMA, ACO and SMACFA etc. were
carried out on the server in turn by matlab. The parameters
and configuration information of the relevant algorithms are
shown in Table 2. Through the simulations of data points and
comparisons of results, the experimental results of the path
length, the convergence and the algorithm time complexity
are analyzed to verify the effectiveness and superiority of the
SMACFA designed.
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FIGURE 7. The schematic diagram of SMACFA on chn31 data.

TABLE 4. The test results of path length and convergence on chn31 data.

A. RESULT OF OPTIMIZATION
Chn31 are selected as data points from TSPLIB data
set, which contains the latitude and longitude coordinates
of 31 cities in China. In the data chn31, the high-quality
fixed pipelines are selected by SMA and shown in Table 3.
Therefore, the path point is reduced from 31 to 18 when ACO
is used to optimize. The schematic diagram of SMACFA
optimization on chn31 data is shown in Fig. 7. Based on
SMACFA designed in this paper, the comparative results are
obtained in Table 4. It can be seen that in Table 4, the short-
est path length is 15381 which is significantly longer than
15602 obtained by ACO, and the convergence speed and
algorithm time complexity are respectively improved 62.79

and 80.25%. Fig. 8 is the simulation diagrams of optimization
result and convergence.

B. ANALYSIS OF PATH LENGTH
The sub-optimal solutions are always obtained rather than
optimal solutions by ACO. The reason for this problem is that
partial selections of path segment are not optimal, so the fixed
selections will effectively solve the local optimal solution
of ACO. As shown in Table 5 and Fig. 9, in the subopti-
mal ACO result of 15889, point 12 is selected as the next
point after point 15. In the final result 15602 of the ACO,
the next point of optimum selection after point 15 is point
14, and the distance from point 15 to other points is longer

202514 VOLUME 8, 2020
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FIGURE 8. Simulation results of SMACFA on chn31 data.

TABLE 5. Optimization results of path point on chn31 data.

than that from point 14. The segment between point 14 and
point 15 is a fixed path pipeline, and it is the path selected
by SMA with the shortest distance than other points. There
are many high-quality paths in the result of SMA, how-
ever, they are always not chosen by ACO due to its random
rule. Therefore, under the effect of the fixed high-quality

pipeline pairs (in Table 3), SMACFA directly applies the
fixed pipelines to ACO, the obtained result by SMACFA
is 15381. At the same time, the results and average path
length are gained as Fig. 10, the average path results of SMA,
ACO and SMACFA are respectively 19282, 15866.4 and
15492.8.

VOLUME 8, 2020 202515
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FIGURE 9. Optimization results and analysis of path point on chn31 data.

FIGURE 10. Path solutions and average results obtained by each
algorithm.

It can be known that in Table 4, compared with the total
path lengths of ACO, the result of SMACFA is reduced by
221. In addition, ACO itself is good and the rank sum results
of ACO and SMACFAmeet the similar performance require-
ments, so the good character of ACO is not destroyed by
improving. What’s more, the path optimal value and average
value of SMACFA are increased by 1.42 and 2.35%. There-
fore, it is evidenced that optimization result of SMACFA is
better than SMA and ACO.

In addition, robustness is critical to heuristic algorithms.
Through the principle of fixed selection of pipelines,
SMACFA greatly reduces the number of points to optimized
by the state transition probability. So, the randomness of
algorithm is reduced and the probability of poor points being
selected is reduced. Moreover, the algorithm’s robustness
will be significantly improved. As shown in Table 4, with
the standard deviation of average λ-branching factor reduced
by 54.27%, the randomness is greatly reduced. Meanwhile,
the standard deviation of the path length is reduced by
47.94%. Therefore, the fluctuation of the algorithm is greatly
reduced and the robustness is increased.

C. ANALYSIS OF CONVERGENCE AND TIME COMPLEXITY
With chn31 data, each algorithm was tested for 50 times
to obtain the distribution of convergence iteration in differ-
ent ranges and convergence results in Fig. 11 and Table 4.
In ACO, due to the selection of each point all has randomness,
the convergence speed is slower. SMACFAwill directly select

FIGURE 11. The convergence distribution of being tested 50 times.

some path points (such as Table 3) by the fixed pipeline
selection principle, and the number of fixed-point pairs is
about one third of total path points. Because the actual path
points to be selected are reduced, the number of random is
reduced, the iterations of convergence are reduced and the
convergence speed of algorithm is improved.

As shown in Fig. 11 and Table 4, the average iterations
were 14.6 when it achieved convergence by SMACFA, while
ACO needed 55.2. At the same time, the convergence iter-
ations of SMACFA are mostly concentrated in the range
of 10-20, while ACO is in the range of 50-60. Moreover,
iterations of getting to converge is analyzed by the Wilcoxon
Rank Sum Test of statistics. As shown in Table 4, the statis-
tical results of the rank sum show that ACO and SMACFA
have large differences in the number of convergence iter-
ations, and the fewer iterations of SMACFA are needed.
So, the convergence performance of SMACFA is far better
than ACO.

Besides, the situation of average λ-branching factor, which
is the important convergence measure indicator of heuristic
algorithm, is shown in Table 4. The less λ-branching factor is,
the less the point need to be tested. The average λ-branching
factor of SMACFA is 3.2, and far less than 8.6 of ACO.
That is to say, the optimization speed of SMACFA is faster
than that of ACO, and the convergence property is stronger.
Therefore, the convergence speed is decreased significantly
by SMACFA.

The algorithm time frequency T(n) (the number of state-
ments executed by the algorithm) is the same as the algorithm
time complexity O(f(n)), that is, T(n)=O(f(n)). Therefore,
the algorithm time complexity can also measure the algo-
rithm executing speed. As shown in Table 6 and Fig. 12,
the algorithm time complexity of SMA is n3, and ACO’s is
n4. The actual path point of the fusion algorithm is n-nAB
and the nAB value is usually about one third of n. Therefore,
the complexity of SMACFA is 16/81 times of ACO (that is,
n4 ∗16/81). Therefore, the algorithm speed of SMACFA will
be improved about 80.25%.

D. COMPARISON AND ANALYSIS WITH OTHER
ALGORITHMS
In this paper, the other improved ACO algorithms, which
are included on the elite ant system (ACO-1), the max-min
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TABLE 6. The results of algorithm time complexity.

TABLE 7. The comparison between SMACFA and ACO (pheromone improvement) under TSPLIB.

FIGURE 12. The schematic diagram of algorithm time complexity.

ant system (ACO-2) and the initial pheromone optimization
ant colony system (ACO-3), are tested and compared with
SMACFA to further verify the performance of SMACFA.

Under the data of berlin52, lin105, ch150, tsp225 and etc.,
the test results are shown in Table 7.

As shown in Table 7 and Fig. 13, the path lengths of
SMACFA are improved separately 2.17, 5.46, 1.58, 1.54,
4.61, 3.63, 2.44, 3.29, 5.49 and 2.92% than the other
improved ACO algorithms by using ten sets of TSPLIB data
to test. At the same time, the average λ- branching factor
of SMACFA becomes small, so the convergence speed is
accelerated. In addition, due to the low complexity and the
high-quality path of SMA, SMACFA saves a lot of algo-
rithm time complexity for the optimization part of the ACO
rule, and it is greatly reduced the algorithm time complexity
of SMACFA. Furthermore, as shown in Fig. 13, the more
points are tested, the more performances of SMACFA on
path length, convergence speed and algorithm time complex-
ity are improved. It is adequately proved that the perfor-
mance of SMACFA is better than the other improved ACO
algorithms.
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FIGURE 13. The comparison of SMACFA and the improved ACO algorithms.

TABLE 8. The comparison of algorithm performance under TSPLIB date sets.

Genetic Algorithm (GA) and Particle Swarm Optimiza-
tion (PSO) are the basic bionic algorithms with good
optimization ability like ACO. Lin-Kernighan-Helsgaun
Solver (LKH) is the heuristic algorithm with the best opti-
mization results in solving TSP so far. In order to further
verify the rationality and the superiority of SMACFA in this
paper, GA, PSO and LKH are respectively contrasted to
SMACFA under the ten groups of data sets. Besides this,
the good paths from the GA, PSO and LKH are combined
with ACO respectively through the rule of the high-quality
pipeline selection to optimize, and their results are compared
with SMACFA to verify good performance of SMACFA.
The specific comparison results of algorithms are shown
in Table 8.

It can be seen that from the Table 8, path optimization
results of SMACFA are significantly better thanGA and PSO,
and close to the current optimal results which are obtained
by LKH. Moreover, for SMACFA, since the complexity of
SMAalgorithm is n3 and the selected high-quality pipelines is
about n/3, the complexity of SMACFA algorithm is aboutn4∗
16/81. The algorithm time complexity of LKH is n5, so the
optimization time and convergence speed are slow. And the
larger the data points are, the more time is spent due to high
exponential relation. Thus, while SMACFA path result is
slightly weaker than the current optimal algorithm LKH, the
algorithm time complexity is much better than LKH.

Furthermore, the good paths of GA, PSO and LKH were
extracted and applied to ACO respectively. According to the
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FIGURE 14. The schematic diagram of comparison results.

direct selection rule of SMACFA to test and compare in these
algorithms, the test results were shown in Table 8 and Fig. 14.
GA, PSO and LKH all used the high-quality pipelines rule
to optimize, but the results are not as good as SMACFA
due to long path lengths to be get. What’s more, the num-
bers of good pipelines obtained by GA and PSO are very
small and the average λ- branching factors of them are high;
therefore, the algorithm time complexity and convergence
are weaker than SMACFA. For LKH, although the num-
bers of selected pipelines of LKH is similar to SMACFA,
the optimization results are not ideal. And the algorithm time
complexity of LKH itself is large, it takes a lot of time to
select high-quality pipelines. So LKH still cannot get rid of
the disadvantage of large algorithm time complexity and not
better than SMACFA.

Based on the results of the comparative experiment anal-
ysis of the above algorithms, it can be concluded that the
SMACFA designed in this paper has certain advantages than
other algorithms in terms of path optimization results, algo-
rithm time complexity and algorithm convergence speed and
fully proved the superiority of SMACFA.

According to the above analysis and results, it is easy to
reach the conclusion that the path length and the average
path length are improved by SMACFA than other algorithms.
At the same time, the path points are reduced about a third
by the fixed selection principle of high-quality pipelines.
It makes the number of convergence iterations and the
algorithm time complexity obviously reduced. Therefore,
the performance superiority of SMACFA has been fully
proved.

V. CONCLUSION
In this paper, SMACFA for the fixed selection rules of the
high-quality pipelines is proposed to prevent algorithm from
falling into the local optimum and speed up the convergence
speed in ACO. In summary, the high-quality paths of SMA
were directly applied to ACO to achieve the fixed selection
rules of SMACFA. The test results and the contrast exper-
iment under the TSPLIB data, show that the three indexes

of the optimization ability, the convergence speed and the
algorithm time complexity are all improved. It is verified
the effectiveness and superiority of SMACFA in solving
the TSP.

The selection of parameter values has impact on the
performance of SMACFA. At present, some new heuristic
algorithms for function optimization appear constantly, such
as, Henry Gas Solubility Optimizer, Equilibrium optimizer,
Marine Predator Algorithm etc. These algorithms search aims
randomly and update their position by the mechanism about
particle concentrations and can be applicable to optimiza-
tion problems of mathematical functions. So, they can be
taken into consideration to optimize SMACFA parameters.
The subsequent research will focus on selecting appropriate
methods to optimize the parameter values and improve the
algorithm performance.
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