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a b s t r a c t 

In order to achieve the high accuracy and high speed in phase shifting interferometry, a phase extraction approach 

by combining advanced principal component analysis and Lissajous ellipse fitting (APCA-LEF) is proposed. It 

can obtain accurate phase distribution with only two no pre-filtering phase shifted interferograms, and it costs 

less time simultaneously. It removes the restriction that PCA needs more than three interferograms with well 

distributed phase shifts to subtract relatively accurate mean. Moreover, adjacent pixels taken part in the APCA 

process increases the accuracy by suppressing the effect of noise, also, it is suitable for different levels of noises. 

Last but not least, if the high accuracy is required, the phase shift would be best to far away from 0 rad and 𝜋

rad. The simulations and experiments verify the correctness and feasibility of APCA-LEF. 
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. Introduction 

Phase shifting interferometry (PSI) has been widely used in optical

easurement [1–3] . For the fixed interferometer and environment, the

erformance of PSI mainly depends on the phase shifting algorithm

PSA). Some traditional algorithms, such as 3-step, 4-step, 5-step, and

-step PSAs etc., require the fixed phase shifts [4] . However, it is

ifficult to obtain the accurate phase shift due to phase shift error

aused by the miscalibration of piezo-transducer (PZT), vibrational

rror, air turbulence, instability of the laser frequency [4–6] . Hence,

any random PSAs have been developed to remove the effect of the

hase shift error, it can be divided into the iterative and non-iterative

SAs. In general, the iterative PSAs have high accuracy, but they

ost more time, and the non-iterative PSAs spend less time than the

terative PSAs, but the accuracy may be not as high as the iterative

SAs. In recent years, in-situ measurement technology has been widely

eveloped, both the accuracy and working time of PSI need to be

onsidered. Because the computational time of the iterative PSAs are

ifficult to reduce, only a small number of iterative PSAs have been

eveloped [7–9] . Hence, most scientists were committed to research

he non-iterative random PSAs with high accuracy. 

In 1992, Farrell and Player utilized Lissajous figures and ellipse fit-

ing to calculate the phase difference between two interferograms [10] .

n 2016, Liu et al. proposed a PSA based on Lissajous figure and ellipse
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tting technology, it can simultaneously extract the tested phase and

hase shift from only two interferograms [11] . But these two algorithms

oth need pre-filtering. From 2011 to 2017, Vargas et al. proposed a

eries of PSAs based on principal component analysis (PCA) [12–16] .

CA is an efficient technique for phase extraction by converting a set of

ossibly correlated variables into a set of values of uncorrelated vari-

bles. But it needs more than three interferograms with the phase shift

ell distributed between 0 and 2 𝜋 to subtract relatively accurate mean-

ackground intensity. Hence, the more the interferograms, the higher

he accuracy is. However, more interferograms will cost more acquisi-

ion time and computational time. So it is difficult to obtain the high ac-

uracy and high speed simultaneously. In 2012, Vargas et al. presented

 two-step demodulation based on the Gram-Schmidt orthonormaliza-

ion method (GS), it requires subtracting the DC term by filtering before

erforming GS [17] . In the same year, Deng presented a two-step demod-

lation algorithm based on extreme value of the interference (EVI), the

C component also needs to be filtered out by a high-pass filter before

erforming EVI [18] . In 2015, Luo et al. proposed an advanced two-step

hase demodulation algorithm based on the orthogonality of diamond

iagonal vectors (DDV) [19] . And in the same year, Niu et al. proposed

 two-step PSA based on the quotient of inner products of phase shifted

nterferograms (QIP), only the cosine of the phase shift can be obtained

20] . If the phase shift is more than 𝜋, the accurate phase distribution

an’t be obtained. The above two PSAs also need pre-filtering. In 2018,
il 2020 
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C thod for two-frame PSI [21] . It also uses the high-pass Gaussian filter firstly 

b ase shift is estimated directly by solving a quartic polynomial equation, and 

t

me PSAs can only obtain the cosine value of phase shift, the range of phase 

s m PSAs. Then, many PSAs need pre-filtering before the phase extraction, 

t astly, some PSAs which don’t need pre-filtering may need more than three 

i  more than three interferograms have high accuracy and low speed, and the 

P difficult to obtain the high accuracy and speed simultaneously. To balance 

t om PSA with two interferograms and no pre-filtering is essential. 

SA . Section 2 presents the principle and process of the proposed PSA based 

o (APCA-LEF). In Section 3 the simulation of APCA-LEF is discussed, and the 

c aluates the novel APCA-LEF with the experimental data. The conclusion is 

fi

2

𝐼 (1) 

w N y , n = 1,2,..., N represents the image index with N the total number of phase 

s espectively represent the background intensity and modulation amplitude of 

t hase shift, and 𝜉n ( x, y ) is the noise. For convenience, the spatial coordinate 

h

𝐼 (2) 

w  𝑛 + 𝜉𝑛 . 

y subtracting the average of all the phase shifted interferograms. However, 

t the phase shift is well distributed between 0 and 2 𝜋 and the number of the 

p ore acquisition time and computational time, and the well distributed phase 

s ift is “randomly ” distributed and the number of phase shifted interferograms 

i hen there are only two phase shifted interferograms, the real phase can’t be 

e this situation. Hence, to ensure the accuracy and high speed simultaneously, 

w is and Lissajous ellipse fitting (APCA-LEF). It only needs two randomly phase 

s ect of noise, and LEF can extract the accurate phase without the background 

i

𝐼 (3) 

w

, 𝐼 is defined by 

𝐼 (4) 

w  columnwise from I n , and the 2n th is taken columnwise from 𝐼 𝑛 + 𝐼 𝑛 
′. ℜ is the 

b n th column is taken columnwise from 𝜅n . 

𝑄 (5) 

w he size of N x N y × 1whose elements are taken columnwise from I c and I s . 

Γ (6) 

𝐶 Γ𝑇 𝑄 

𝑇 𝑄 Γ + ℜ 

𝑇 ℜ . (7) 

ignored because they are significantly smaller than ΓT Q 

T Q Γ and ℜ 

T ℜ . 

Γ

=

 

)
− 

𝑁 ∑
𝑛 =1 

cos 2 
(
𝛿𝑛 
)

𝑁 ∑
𝑛 =1 

cos 
(
𝛿𝑛 
)
sin 

(
𝛿𝑛 
)

𝑁 ∑
𝑛 =1 

cos 
(
𝛿𝑛 
)
sin 

(
𝛿𝑛 
)

𝑁 ∑
𝑛 =1 

cos 2 
(
𝛿𝑛 
)

⎞ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎠ 

. 
(8) 
heng et al. introduced a fast and accurate wavefront reconstruction me

efore perform the phase retrieval. The cosine value of the unknown ph

hen the phase map is readily reconstructed. 

From the above literatures, we found some phenomenons. Firstly, so

hift is limited between 0 and 𝜋, hence these PSAs are not real rando

he pre-filtering process will cost more time and affect the accuracy. L

nterferograms, they will also spend more time. Generally, the PSAs with

SAs with two interferograms have high speed and low accuracy. It is 

he computational time and accuracy, the research of non-iterative rand

In this paper, we will discuss a two-step random and non-iterative P

n advanced principal component analysis and Lissajous ellipse fitting 

omparison of APCA-LEF with GS and EVI is performed. Section 4 ev

nally drawn in Section 5 . 

. Principles 

The intensity expression of the n th phase shifted interferogram is 

 𝑛 ( 𝑥, 𝑦 ) = 𝑎 𝑛 ( 𝑥, 𝑦 ) + 𝑏 𝑛 ( 𝑥, 𝑦 ) cos 
(
𝜑 ( 𝑥, 𝑦 ) + 𝛿𝑛 

)
+ 𝜉𝑛 ( 𝑥, 𝑦 ) . 

here I n ( x, y ) is the n th phase shifted interferogram with the size of N x ×
hifted interferograms, N is set to 2 in this paper. a n ( x, y ) and b n ( x, y ) r

he phase shifted interferograms. 𝜑 ( x, y ) is the tested phase, 𝛿n is the p

as been omitted in the following. 

Eq. (1) can be rewritten as 

 𝑛 = 𝛼𝑛 𝐼 𝑐 + 𝛽𝑛 𝐼 𝑠 + 𝜅𝑛 . 

here 𝛼𝑛 = cos ( 𝛿𝑛 ) , 𝛽𝑛 = − sin ( 𝛿𝑛 ) , 𝐼 𝑐 = 𝑏 𝑛 cos ( 𝜑 ) , 𝐼 𝑠 = 𝑏 𝑛 sin ( 𝜑 ) and 𝜅𝑛 = 𝑎

General PCA needs to filter the background intensity a n and noise 𝜉n b

he background intensity and noise can be well eliminated only when 

hase shifted interferograms is large enough. More interferograms cost m

hift is difficult to set because of the phase shift error. When the phase sh

s small, the phase extracted by PCA will be not accurate. Especially w

xtracted by PCA since the background intensity can’t be eliminated in 

e design a new method based on advanced principal component analys

hifted interferograms. APCA uses the adjacent pixels to suppress the eff

ntensity filtering. 

The intensity of adjacent pixel can be showed as: 

 𝑛 ( 𝑥 + 1 , 𝑦 ) = 𝐼 𝑛 ( 𝑥, 𝑦 ) + 

(
𝐼 𝑛 ( 𝑥 + 1 , 𝑦 ) − 𝐼 𝑛 ( 𝑥, 𝑦 ) 

)
≈ 𝐼 𝑛 ( 𝑥, 𝑦 ) + 𝐼 𝑛 

′( 𝑥, 𝑦 ) . 

here I n ′ ( x, y ) denotes the spatial derivative of I n ( x, y ). 

A data matrix ̃𝐼 constructed from extended data vectors is considered

 ̃= 

[
𝐼 1 𝐼 2 𝐼 1 + 𝐼 1 

′ 𝐼 2 + 𝐼 2 
′ ]

= 𝑄 Γ + ℜ . 

here 𝐼 is a matrix with the size of N x N y × 2 N , the n th column is taken

ackground intensity and noise matrix with the size of N x N y × 2 N , the 

 = 

[
𝑝 𝑞 𝑝 𝑞 

]
. 

here the size of Q is N x N y × 2 N, p and q are the column vectors with t

= 

⎛ ⎜ ⎜ ⎜ ⎜ ⎝ 

cos 
(
𝛿1 
)

cos 
(
𝛿2 
)

cos 
(
𝛿1 
)

cos 
(
𝛿2 
)

− sin 
(
𝛿1 
)

− sin 
(
𝛿2 
)

− sin 
(
𝛿1 
)

− sin 
(
𝛿2 
)

0 0 − sin 
(
𝛿1 
)

− sin 
(
𝛿2 
)

0 0 − cos 
(
𝛿1 
)

− cos 
(
𝛿2 
)
⎞ ⎟ ⎟ ⎟ ⎟ ⎠ 
. 

The covariance matrix C can be expressed as 

 = 𝐼 𝑇 𝐼 = ( 𝑄 Γ + ℜ ) 𝑇 ( 𝑄 Γ + ℜ ) = Γ𝑇 𝑄 

𝑇 𝑄 Γ + Γ𝑇 𝑄 

𝑇 ℜ + ℜ 

𝑇 𝑄 Γ + ℜ 

𝑇 ℜ ≈

The product of two uncorrelated matrixes- ΓT Q 

T ℜ and ℜ 

T Q Γcan be 

Γ𝑇 = 

 

⎛ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎝ 

2 
𝑁 ∑
𝑛 =1 

cos 2 
(
𝛿𝑛 
)

−2 
𝑁 ∑
𝑛 =1 

cos 
(
𝛿𝑛 
)
sin 

(
𝛿𝑛 
)

− 

𝑁 ∑
𝑛 =1 

cos 
(
𝛿𝑛 
)
sin 

(
𝛿𝑛

−2 
𝑁 ∑
𝑛 =1 

cos 
(
𝛿𝑛 
)
sin 

(
𝛿𝑛 
)

2 
𝑁 ∑
𝑛 =1 

sin 2 
(
𝛿𝑛 
) 𝑁 ∑

𝑛 =1 
sin 2 

(
𝛿𝑛 
)

− 

𝑁 ∑
𝑛 =1 

cos 
(
𝛿𝑛 
)
sin 

(
𝛿𝑛 
) 𝑁 ∑

𝑛 =1 
sin 2 

(
𝛿𝑛 
) 𝑁 ∑

𝑛 =1 
sin 2 

(
𝛿𝑛 
)

− 

𝑁 ∑
𝑛 =1 

cos 2 
(
𝛿𝑛 
) 𝑁 ∑

𝑛 =1 
cos 

(
𝛿𝑛 
)
sin 

(
𝛿𝑛 
) 𝑁 ∑

𝑛 =1 
cos 

(
𝛿𝑛 
)
sin 

(
𝛿𝑛 
)
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as ΓΓ𝑇 = 𝑃 𝑇 Γ 𝐷 Γ𝑃 Γ, where 𝐷 Γand 𝑃 Γare diagonal and orthogonal matrices. 

Γ (9) 

ing to Eq. (9) , we can get the expression of Γas 

Γ (10) 

Γ (11) 

𝐷 (12) 

w

 as 

𝑃 (13) 

𝑄

=

 𝜑 ) sin ( 𝜑 ) 
in 2 ( 𝜑 ) 
 𝜑 ) sin ( 𝜑 ) 
in 2 ( 𝜑 ) 

⎞ ⎟ ⎟ ⎟ ⎟ ⎠ 

. (14) 

w

he approximation 

𝑁

(15) 

a

𝑁

(16) 

𝑄 (17) 

𝐶  = Γ̂𝑇 𝐵 ̂Γ + ℜ 

𝑇 ℜ . (18) 

w

0 
𝜆2 

1∕2 𝜆4 
1∕2 

0 
𝜆4 

) . 

alized as P T D Q P , where D Q and P are diagonal and orthogonal matrices, they 

c

𝐷 (19) 

𝑃 (20) 
Note that, ΓΓT is real and symmetric matrix, it can be diagonalized 

Γ𝑇 = 𝑃 𝑇 Γ 𝐷 Γ𝑃 Γ = 

(
𝑃 𝑇 Γ 𝐷 Γ

1∕2 Γ̂
)(

Γ̂𝑇 
(
𝐷 Γ

1∕2 )𝑇 𝑃 Γ)𝑇 . 
Γ̂is a new matrix that Γ̂Γ̂𝑇 = 𝐸, where E is unit matrix. Hence, accord

= 𝑃 𝑇 Γ 𝐷 Γ
1∕2 Γ̂. 

The new matrix ̂Γ can be expressed as 

̂ = 𝐷 Γ
−1 ∕2 𝑃 ΓΓ. 

The 𝐷 Γis given by 

 Γ = 

⎛ ⎜ ⎜ ⎜ ⎜ ⎝ 

𝜆1 0 0 0 
0 𝜆2 0 0 
0 0 𝜆3 0 
0 0 0 𝜆4 

⎞ ⎟ ⎟ ⎟ ⎟ ⎠ 
. 

here 𝜆𝑖 ( 𝑖 = 1 , 2 , 3 , 4) is the eigenvalue of ΓΓT . 

We know that 𝑃 𝑇 Γ is a 4 × 4 orthogonal matrix, so it can be expressed

 

𝑇 
Γ = 

⎛ ⎜ ⎜ ⎜ ⎜ ⎝ 

cos ( 𝜃) sin ( 𝜃) 0 0 
− sin ( 𝜃) cos ( 𝜃) 0 0 

0 0 cos ( 𝜃) sin ( 𝜃) 
0 0 − sin ( 𝜃) cos ( 𝜃) 

⎞ ⎟ ⎟ ⎟ ⎟ ⎠ 
. 

Additionally, Q 

T Q can be expressed as 

 

𝑇 𝑄 = 

⎛ ⎜ ⎜ ⎜ ⎜ ⎝ 

𝑝 

𝑞 

𝑝 

𝑞 

⎞ ⎟ ⎟ ⎟ ⎟ ⎠ 
(
𝑝 𝑞 𝑝 𝑞 

)
= 

⎛ ⎜ ⎜ ⎜ ⎜ ⎝ 

‖𝑝 ‖2 ⟨𝑝 ⋅ 𝑞 ⟩ ‖𝑝 ‖2 ⟨𝑝 ⋅ 𝑞 ⟩⟨𝑝 ⋅ 𝑞 ⟩ ‖𝑞 ‖2 ⟨𝑝 ⋅ 𝑞 ⟩ ‖𝑞 ‖2 ‖𝑝 ‖2 ⟨𝑝 ⋅ 𝑞 ⟩ ‖𝑝 ‖2 ⟨𝑝 ⋅ 𝑞 ⟩⟨𝑝 ⋅ 𝑞 ⟩ ‖𝑞 ‖2 ⟨𝑝 ⋅ 𝑞 ⟩ ‖𝑞 ‖2 
⎞ ⎟ ⎟ ⎟ ⎟ ⎠ 

 

∑
𝑁 𝑥 ×𝑁 𝑦 

⎛ ⎜ ⎜ ⎜ ⎜ ⎝ 

𝑏 2 cos 2 ( 𝜑 ) 𝑏 2 cos ( 𝜑 ) sin ( 𝜑 ) 𝑏 2 cos 2 ( 𝜑 ) 𝑏 cos (
𝑏 2 cos ( 𝜑 ) sin ( 𝜑 ) 𝑏 2 sin 2 ( 𝜑 ) 𝑏 2 cos ( 𝜑 ) sin ( 𝜑 ) 𝑏 2 s

𝑏 2 cos 2 ( 𝜑 ) 𝑏 2 cos ( 𝜑 ) sin ( 𝜑 ) 𝑏 2 cos 2 ( 𝜑 ) 𝑏 2 cos (
𝑏 2 cos ( 𝜑 ) sin ( 𝜑 ) 𝑏 2 sin 2 ( 𝜑 ) 𝑏 2 cos ( 𝜑 ) sin ( 𝜑 ) 𝑏 2 s

here b and 𝜑 respectively represent b ( x, y ) and 𝜑 ( x, y ). 

If we have more than one fringe in the interferograms, we can use t∑
 𝑥 ×𝑁 𝑦 

𝑏 2 cos ( 𝜑 ) sin ( 𝜑 ) ≈ 0 . 

nd ∑
 𝑥 ×𝑁 𝑦 

𝑏 2 cos 2 ( 𝜑 ) ≈
∑

𝑁 𝑥 ×𝑁 𝑦 

𝑏 2 sin 2 ( 𝜑 ) ≈ 𝜎. 

Hence, Eq. (14) can be rewritten as 

 

𝑇 𝑄 = 𝑆 𝑄 ≈ 𝜎

⎛ ⎜ ⎜ ⎜ ⎜ ⎝ 

1 0 1 0 
0 1 0 1 
1 0 1 0 
0 1 0 1 

⎞ ⎟ ⎟ ⎟ ⎟ ⎠ 
. 

According to Eqs. (7) , (10) and (17) , we have 

 ≈ Γ̂𝑇 𝐷 Γ
1∕2 𝑃 Γ𝑆 𝑄 𝑃 

𝑇 
Γ 𝐷 Γ

1∕2 Γ̂ + ℜ 

𝑇 ℜ = ̂Γ𝑇 
(
𝐷 Γ

1∕2 𝑃 Γ𝑆 𝑄 𝑃 
𝑇 
Γ 𝐷 Γ

1∕2 )Γ̂ + ℜ 

𝑇 ℜ

here 𝐵 = 𝐷 Γ
1∕2 𝑃 Γ𝑆 𝑄 𝑃 

𝑇 
Γ 𝐷 Γ

1∕2 = 𝜎( 

𝜆1 0 𝜆1 
1∕2 𝜆3 

1∕2 

0 𝜆2 0 
𝜆1 

1∕2 𝜆3 
1∕2 0 𝜆3 

0 𝜆2 
1∕2 𝜆4 

1∕2 0 
We can see that B is a real and symmetric matrix, so it can be diagon

an be expressed as 

 𝑄 = 𝜎

⎛ ⎜ ⎜ ⎜ ⎜ ⎝ 

𝜆1 + 𝜆3 0 0 0 
0 𝜆2 + 𝜆4 0 0 
0 0 0 0 
0 0 0 0 

⎞ ⎟ ⎟ ⎟ ⎟ ⎠ 
. 

 = 

⎛ ⎜ ⎜ ⎜ ⎜ ⎝ 

1 0 1 0 
0 1 0 1 

𝜆1 
− 1∕2 𝜆3 

1∕2 0 − 𝜆1 
1∕2 𝜆3 

−1 ∕2 0 
0 𝜆2 

− 1∕2 𝜆4 
1∕2 0 − 𝜆2 

1∕2 𝜆4 
−1 ∕2 

⎞ ⎟ ⎟ ⎟ ⎟ ⎠ 
. 



Y. Zhang, X. Tian and R. Liang Optics and Lasers in Engineering 132 (2020) 106134 

𝐶 (21) 

w

ℜ (22) 

𝐼 (23) 

 that transforms a number of uncorrelated images into the smallest number 

u nce matrix C is a real and symmetric matrix, it can be diagonalized as 

𝐶 (24) 

w

𝑍 (25) 

w
 

are the principle components. 

nd to 𝑃 ̂Γand 𝐷 𝑄 + 𝐷 ℜ 

respectively. Then, we can rewrite Eq. (25) as 

𝑍 (26) 

w

𝑄

 

 

 

 

 

 

= 

(
𝑝̂ 𝑞 𝑝̂ 𝑞 

)
. (27) 

w ents are taken columnwise from 𝑏 cos ( 𝜑 + 𝜃) and 𝑏 sin ( 𝜑 + 𝜃) . 

𝑍

∕2 𝜆3 
1∕2 0 

0 𝜆2 
− 1∕2 𝜆4 

1∕2 

∕2 𝜆3 
−1 ∕2 0 

0 − 𝜆2 
1∕2 𝜆4 

−1 ∕2 

⎞ ⎟ ⎟ ⎟ ⎟ ⎠ 
+ 

⎛ ⎜ ⎜ ⎜ ⎜ ⎝ 

(
ℜ ̂Γ𝑇 𝑃 𝑇 

)
1 (

ℜ ̂Γ𝑇 𝑃 𝑇 
)
2 (

ℜ ̂Γ𝑇 𝑃 𝑇 
)
3 (

ℜ ̂Γ𝑇 𝑃 𝑇 
)
4 

⎞ ⎟ ⎟ ⎟ ⎟ ⎠ 

𝑇 

=

. (28) 

𝑧  

𝑇 
)
1 

𝑧  

𝑇 
)
2 

𝑧  

𝑇 
)
3 

𝑧  

𝑇 
)
4 

. (29) 

 highest eigenvalues can be obtained by PCA. 

c

s
(30) 

 z 2 and z 1 , then Eq. (30) can be rewritten as (
(31) 

𝑎  

𝑇 
)
1 . (32) 

(33) 
Eq. (18) can be rewritten as 

 ≈ Γ̂𝑇 
(
𝑃 𝑇 𝐷 𝑄 𝑃 + 𝑃 𝑇 𝐷 ℜ 

𝑃 
)
Γ̂= 

(
𝑃 ̂Γ

)𝑇 (
𝐷 𝑄 + 𝐷 ℜ 

)(
𝑃 ̂Γ

)
. 

here 

 

𝑇 ℜ = 

(
𝑃 ̂Γ

)𝑇 (ℜ ̂Γ𝑇 𝑃 𝑇 
)𝑇 (ℜ ̂Γ𝑇 𝑃 𝑇 

)(
𝑃 ̂Γ

)
= 

(
𝑃 ̂Γ

)𝑇 
𝐷 ℜ 

(
𝑃 ̂Γ

)
. 

According to Eq. (10) , Eq. (4) can be rewritten as 

 ̃= 𝑄 

(
𝑃 𝑇 Γ 𝐷 Γ

1∕2 Γ̂
)
+ ℜ = 

(
𝑄𝑃 𝑇 Γ

)
𝐷 Γ

1∕2 Γ̂ + ℜ . 

PCA is a technique from statistics for reducing an image or dataset

ncorrelated images called the principle components. Since the covaria

 = 𝑈 

𝑇 𝐷𝑈. 

here U and D are orthogonal and diagonal matrices. 

The principle components of the interferograms are given by 

 = 𝐼 𝑈 

𝑇 . 

here Z is matrix with the size of N x N y × 2 N , and its column vectors z n
According to Eqs. (21) and (23) , we can state that U and D correspo

 = 𝐼 
(
𝑃 ̂Γ

)𝑇 = 

(
𝑄𝑃 𝑇 Γ

)
𝐷 Γ

1∕2 𝑃 𝑇 + ℜ ̂Γ𝑇 𝑃 𝑇 = 𝑄̂ 𝐷 Γ
1∕2 𝑃 𝑇 + ℜ ̂Γ𝑇 𝑃 𝑇 . 

here 𝑄̂ = 𝑄𝑃 𝑇 Γ . 

𝑄̂ can be further calculated by 

̂
 = 𝑄𝑃 𝑇 Γ = 

(
𝑝 𝑞 𝑝 𝑞 

)⎛ ⎜ ⎜ ⎜ ⎜ ⎝ 

cos ( 𝜃) sin ( 𝜃) 0 0 
− sin ( 𝜃) cos ( 𝜃) 0 0 

0 0 cos ( 𝜃) sin ( 𝜃) 
0 0 − sin ( 𝜃) cos ( 𝜃) 

⎞⎟⎟⎟⎟⎠
here 𝑝̂ and 𝑞 are column vectors with the size of N x N y × 1whose elem

According Eqs. (12) , (20) and (27) , we can rewrite Eq. (26) as 

 = 

(
𝑝̂ 𝑞 𝑝̂ 𝑞 

)⎛ ⎜ ⎜ ⎜ ⎜ ⎝ 

𝜆1 
1∕2 0 0 0 
0 𝜆2 

1∕2 0 0 
0 0 𝜆3 

1∕2 0 
0 0 0 𝜆4 

1∕2 

⎞ ⎟ ⎟ ⎟ ⎟ ⎠ 

⎛ ⎜ ⎜ ⎜ ⎜ ⎝ 

1 0 𝜆1 
− 1

0 1 
1 0 − 𝜆1 

1

0 1 

 

⎛ ⎜ ⎜ ⎜ ⎜ ⎝ 

𝑝̂ 
(
𝜆1 

1∕2 + 𝜆3 
1∕2 )

𝑞 
(
𝜆2 

1∕2 + 𝜆4 
1∕2 )

𝑝̂ 
(
𝜆3 

1∕2 − 𝜆1 
1∕2 )

𝑞 
(
𝜆4 

1∕2 − 𝜆2 
1∕2 )

⎞ ⎟ ⎟ ⎟ ⎟ ⎠ 

𝑇 

+ 

⎛ ⎜ ⎜ ⎜ ⎜ ⎝ 

(
ℜ ̂Γ𝑇 𝑃 𝑇 

)
1 (

ℜ ̂Γ𝑇 𝑃 𝑇 
)
2 (

ℜ ̂Γ𝑇 𝑃 𝑇 
)
3 (

ℜ ̂Γ𝑇 𝑃 𝑇 
)
4 

⎞ ⎟ ⎟ ⎟ ⎟ ⎠ 

𝑇 

Then, 

 1 = 𝑝̂ 
(
𝜆1 

1∕2 + 𝜆3 
1∕2 ) + 

(
ℜ ̂Γ𝑇 𝑃 𝑇 

)
1 = 𝑏 cos ( 𝜑 + 𝜃) 

(
𝜆1 

1∕2 + 𝜆3 
1∕2 ) + 

(
ℜ ̂Γ𝑇 𝑃

 2 = 𝑞 
(
𝜆2 

1∕2 + 𝜆4 
1∕2 ) + 

(
ℜ ̂Γ𝑇 𝑃 𝑇 

)
2 = 𝑏 sin ( 𝜑 + 𝜃) 

(
𝜆2 

1∕2 + 𝜆4 
1∕2 ) + 

(
ℜ ̂Γ𝑇 𝑃

 3 = 𝑝̂ 
(
𝜆3 

1∕2 − 𝜆1 
1∕2 ) + 

(
ℜ ̂Γ𝑇 𝑃 𝑇 

)
3 = 𝑏 cos ( 𝜑 + 𝜃) 

(
𝜆3 

1∕2 − 𝜆1 
1∕2 ) + 

(
ℜ ̂Γ𝑇 𝑃

 4 = 𝑞 
(
𝜆4 

1∕2 − 𝜆2 
1∕2 ) + 

(
ℜ ̂Γ𝑇 𝑃 𝑇 

)
4 = 𝑏 sin ( 𝜑 + 𝜃) 

(
𝜆4 

1∕2 − 𝜆2 
1∕2 ) + 

(
ℜ ̂Γ𝑇 𝑃

The first and second components ( z 1 and z 2 ) that corresponds to the

Then we can obtain 

os ( 𝜑 + 𝜃) = 

𝑧 1 − 
(
ℜ ̂Γ𝑇 𝑃 𝑇 

)
1 

𝑏 
(
𝜆1 

1∕2 + 𝜆3 1∕2 
)

in ( 𝜑 + 𝜃) = 

𝑧 2 − 
(
ℜ ̂Γ𝑇 𝑃 𝑇 

)
2 

𝑏 
(
𝜆2 

1∕2 + 𝜆4 1∕2 
) . 

Because sin 2 ( 𝜑 + 𝜃) + cos 2 ( 𝜑 + 𝜃) = 1 , and we use X and Y instead of

 

𝑋 − 𝑥 0 
𝑎 𝑥 

) 2 
+ 

( 

𝑌 − 𝑦 0 
𝑎 𝑦 

) 2 
= 1 . 

Note that Eq. (31) is just an ellipse equation, 

 𝑥 = 𝑏 
(
𝜆2 

1∕2 + 𝜆4 
1∕2 ), 𝑎 𝑦 = 𝑏 

(
𝜆1 

1∕2 + 𝜆3 
1∕2 ), 𝑥 0 = 

(
ℜ ̂Γ𝑇 𝑃 𝑇 

)
2 , 𝑦 0 = 

(
ℜ ̂Γ𝑇 𝑃

Eq. (31) can be expanded as a general conic function: 

1 
𝑎 𝑥 

2 𝑋 

2 + 

1 
𝑎 𝑦 

2 𝑌 
2 − 2 

𝑥 0 

𝑎 𝑥 
2 𝑋 − 2 

𝑦 0 

𝑎 𝑦 
2 𝑌 + 

𝑥 0 
2 

𝑎 𝑥 
2 + 

𝑦 0 
2 

𝑎 𝑦 
2 − 1 = 0 . 
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nd order polynomial: 

𝐹 (34) 

 

2 − 4 𝑐𝑒 < 0 . In the following, the real phase distribution will be obtained by 

t  conic coefficients of Eq. (34) by the least squares algorithm, the semi-major 

a  calculated as 

𝑎
 ℎ 𝑑 2 − 𝑑𝑓𝑔 − 4 𝑐𝑒ℎ 
 

( 𝑐 − 𝑒 ) 2 + 𝑑 2 − ( 𝑐 + 𝑒 ) 
) 

𝑥

. (35) 

lculated as 

Φ (36) 

which doesn’t affect the whole phase distribution, hence we can use Φ to 

e

t of equations, so the background intensity needs to be removed by some 

m tep PSAs utilize the filtering algorithm to remove the background intensity, 

b e signal and noise, even though the noise is small, the filtering error is also 

u m two randomly phase shifted interferograms without background intensity 

fi gh LEF can’t eliminate noise, the relatively accurate semi-major amplitude a x , 

s the LEF process, then the background intensity can be removed by transform 

t inate and ( 𝑌 − 𝑦 0 ) ∕ 𝑎 𝑦 as the y coordinate centered at the origin. Finally the 

r

od in detail: 

the n th column is taken columnwise from the intensity of n th phase shifted 

jacent pixels intensity of n th phase shifted interferograms 𝐼 𝑛 + 𝐼 𝑛 
′; 

e covariance matrix C ; 

corresponds to the highest eigenvalues by 𝑍 = 𝐼 ( 𝑃 ̂Γ) 𝑇 ; 
 y coordinate; 

e center offset x 0 and y 0 of the Lissajous ellipse by the LEF process; 

 more adjacent pixels are integrated in the extended data matrix. In addition, 

g lt. In the following, M is the number of adjacent pixels. 

ed by 

𝐼 (37) 

a

𝐼 (38) 

vertically, 

𝐼 (39) 

re expressed in the following and shown in Fig. 1 . 

𝐼 (40) 

𝐼 (41) 

𝐼 (42) 

𝐼 (43) 

𝐼 , 𝐼 ∗ 𝑥 −1 ,𝑦 −1 
)
. (44) 
A general conic function can be also expressed by the following seco

 = 𝑐 𝑥 2 + 𝑑𝑥𝑦 + 𝑒 𝑦 2 + 𝑓𝑥 + 𝑔𝑦 + ℎ. 

For an ellipse, Eq. (34) needs to meet the conditions of 𝐹 = 0 and 𝑑

he Lissajous ellipse fitting (LEF) method. It will be easy to calculate the

mplitude a x , semi-minor amplitude a y , the center offset x 0 and y 0 can be

 𝑥 = 

√ √ √ √ √ √ 

2 𝑐 𝑔 2 + 𝑒 𝑓 2 + ℎ 𝑑 2 − 𝑑𝑓𝑔 − 4 𝑐𝑒ℎ (
𝑑 2 − 4 𝑐𝑒 

)( √ 

( 𝑐 − 𝑒 ) 2 + 𝑑 2 − ( 𝑐 + 𝑒 ) 
) 

, 𝑎 𝑦 = 

√ √ √ √ √ √ 

2 𝑐 𝑔 2 + 𝑒 𝑓 2 +(
𝑑 2 − 4 𝑐𝑒 

)( 

− 

√
 0 = 

2 𝑒𝑓 − 𝑑𝑔 

𝑑 2 − 4 𝑐𝑒 
, 𝑦 0 = 

2 𝑐𝑔 − 𝑑𝑓 

𝑑 2 − 4 𝑐𝑒 
Lastly, according to Eqs. (30) and (31) , the phase Φ can be easily ca

= 𝜑 + 𝜃 = tan −1 
( 

𝑋 − 𝑥 0 
𝑌 − 𝑦 0 

⋅
𝑎 𝑦 

𝑎 𝑥 

) 

. 

We know that there is only a constant 𝜃 between between 𝜑 and Φ, 

xpress the tested phase distribution. 

For the two step PSAs, the number of unknowns is more than tha

ethods, otherwise the phase can’t be obtained. Generally, many two-s

ut when the noise is large, the filtering algorithm can’t distinguish th

navoidable. The proposed method can extract the phase distribution fro

ltering. APCA can eliminate part of noise by the adjacent pixels. Althou

emi-minor amplitude a y , the center offset x 0 and y 0 can be calculated by 

he ellipse to the an approximate circle with ( 𝑋 − 𝑥 0 ) ∕ 𝑎 𝑥 as the x coord

elatively accurate phase can be calculated. 

In the following, we will introduce the process of the proposed meth

1) Generate an extended matrix 𝐼 with the size of N x N y × 2 N , where 

interferograms I n , and 2n th column is taken columnwise from the ad

2) calculate the covariance matrix C by equation 𝐶 = 𝐼 𝑇 𝐼 ; 

3) calculate the orthogonal matrix 𝑃 ̂Γ including the eigenvectors of th

4) obtain the first and second principle components ( z 1 and z 2 ) which 

5) plot an approximate ellipse with z 2 as the x coordinate and z 1 as the

6) calculate the semi-major amplitude a x , semi-minor amplitude a y , th

7) calculate the phase distribution. 

Theoretically, the proposed method could eliminate more noise when

eometry of the adjacent pixels also has impact on the accuracy of resu

For example, for M = 2, let I ∗ be a 2 N dimensional row vector defin

 

∗ 
𝑥,𝑦 = 

(
𝐼 1 ( 𝑥, 𝑦 ) , 𝐼 2 ( 𝑥, 𝑦 ) 

)
. 

nd let 𝐼 be a 4 N dimensional row vector defined by 

 ̂𝑥,𝑦 = 

(
𝐼 ∗ 𝑥,𝑦 , 𝐼 

∗ 
𝑥 + 1 ,𝑦 

)
= 

(
𝐼 1 ( 𝑥, 𝑦 ) , 𝐼 2 ( 𝑥, 𝑦 ) , 𝐼 1 ( 𝑥 + 1 , 𝑦 ) , 𝐼 2 ( 𝑥 + 1 , 𝑦 ) 

)
. 

A data matrix 𝐼 is constructed by concatenating 𝐼 𝑥,𝑦 for every pixels 

 ̃= 

(
𝐼 1 , 1 , 𝐼 2 , 1 , ⋯ , 𝐼 𝑁 𝑥 , 1 , 𝐼 1 , 2 , 𝐼 2 , 2 , ⋯ , 𝐼 𝑁 𝑥 , 𝑁 𝑦 

)𝑇 
. 

Eight 𝐼 𝑥,𝑦 with different M used in the simulations and experiments a

Situation 1:M = 1 

 ̂𝑥,𝑦 = 𝐼 ∗ 𝑥,𝑦 

Situation 2:M = 2 

 ̂𝑥,𝑦 = 

(
𝐼 ∗ 𝑥,𝑦 , 𝐼 

∗ 
𝑥 + 1 ,𝑦 

)
. 

Situation 3:M = 3, 

 ̂𝑥,𝑦 = 

(
𝐼 ∗ 𝑥,𝑦 , 𝐼 

∗ 
𝑥 + 1 ,𝑦 , 𝐼 

∗ 
𝑥 − 1 ,𝑦 

)
. 

Situation 4:M = 5, 

 ̂𝑥,𝑦 = 

(
𝐼 ∗ 𝑥,𝑦 , 𝐼 

∗ 
𝑥 + 1 ,𝑦 , 𝐼 

∗ 
𝑥 − 1 ,𝑦 , 𝐼 

∗ 
𝑥,𝑦 +1 , 𝐼 

∗ 
𝑥,𝑦 −1 

)
. 

Situation 5:M = 9, 

 ̂𝑥,𝑦 = 

(
𝐼 ∗ 𝑥,𝑦 , 𝐼 

∗ 
𝑥 + 1 ,𝑦 , 𝐼 

∗ 
𝑥 − 1 ,𝑦 , 𝐼 

∗ 
𝑥,𝑦 +1 , 𝐼 

∗ 
𝑥,𝑦 −1 , 𝐼 

∗ 
𝑥 + 1 ,𝑦 +1 , 𝐼 

∗ 
𝑥 + 1 ,𝑦 −1 , 𝐼 

∗ 
𝑥 − 1 ,𝑦 +1 
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Fig. 1. A schematic diagram of different adjacent pixels, where pixels are colored by black. 
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Situation 6:M = 13, 

 ̂𝑥,𝑦 = 

(
𝐼 ∗ 𝑥,𝑦 , 𝐼 

∗ 
𝑥 + 1 ,𝑦 , 𝐼 

∗ 
𝑥 + 1 ,𝑦 , 𝐼 

∗ 
𝑥 − 1 ,𝑦 , 𝐼 

∗ 
𝑥,𝑦 +1 , 𝐼 

∗ 
𝑥,𝑦 −1 , 𝐼 

∗ 
𝑥 + 1 ,𝑦 +1 , 𝐼 

∗ 
𝑥 + 1 ,𝑦 −1 , 

𝐼 ∗ 𝑥 − 1 ,𝑦 +1 , 𝐼 
∗ 
𝑥 −1 ,𝑦 −1 , 𝐼 

∗ 
𝑥 +2 ,𝑦 , 𝐼 

∗ 
𝑥 −2 ,𝑦 , 𝐼 

∗ 
𝑥,𝑦 +2 , 𝐼 

∗ 
𝑥,𝑦 −2 

)
. (45)

Situation 7:M = 21, 

 ̂𝑥,𝑦 = 

(
𝐼 ∗ 𝑥,𝑦 , 𝐼 

∗ 
𝑥 + 1 ,𝑦 , 𝐼 

∗ 
𝑥 − 1 ,𝑦 , 𝐼 

∗ 
𝑥,𝑦 +1 , 𝐼 

∗ 
𝑥,𝑦 −1 , 𝐼 

∗ 
𝑥 + 1 ,𝑦 +1 , 𝐼 

∗ 
𝑥 + 1 ,𝑦 −1 , 𝐼 

∗ 
𝑥 − 1 ,𝑦 +1

𝐼 ∗ 𝑥 −1 ,𝑦 −1 , 𝐼 
∗ 
𝑥 +2 ,𝑦 , 𝐼 

∗ 
𝑥 −2 ,𝑦 , 𝐼 

∗ 
𝑥,𝑦 +2 , 𝐼 

∗ 
𝑥,𝑦 −2 , 𝐼 

∗ 
𝑥 +2 ,𝑦 +1 , 𝐼 

∗ 
𝑥 +2 ,𝑦 −1 , 

𝐼 ∗ 𝑥 −2 ,𝑦 +1 , 𝐼 
∗ 
𝑥 −2 ,𝑦 −1 , 𝐼 

∗ 
𝑥 +1 ,𝑦 +2 , 𝐼 

∗ 
𝑥 −1 ,𝑦 +2 𝐼 

∗ 
𝑥 +1 ,𝑦 −2 , 𝐼 

∗ 
𝑥 −1 ,𝑦 −2 

)
. (46

Situation 8:M = 25, 

 ̂𝑥,𝑦 = 

(
𝐼 ∗ 𝑥,𝑦 , 𝐼 

∗ 
𝑥 + 1 ,𝑦 , 𝐼 

∗ 
𝑥 − 1 ,𝑦 , 𝐼 

∗ 
𝑥,𝑦 +1 , 𝐼 

∗ 
𝑥,𝑦 −1 , 𝐼 

∗ 
𝑥 + 1 ,𝑦 +1 , 𝐼 

∗ 
𝑥 + 1 ,𝑦 −1 , 

𝐼 ∗ 𝑥 − 1 ,𝑦 +1 , 𝐼 
∗ 
𝑥 −1 ,𝑦 −1 , 𝐼 

∗ 
𝑥 +2 ,𝑦 , 𝐼 

∗ 
𝑥 −2 ,𝑦 , 𝐼 

∗ 
𝑥,𝑦 +2 , 𝐼 

∗ 
𝑥,𝑦 −2 , 𝐼 

∗ 
𝑥 +2 ,𝑦 +1 , 

𝐼 ∗ 𝑥 +2 ,𝑦 −1 , 𝐼 
∗ 
𝑥 −2 ,𝑦 +1 , 𝐼 

∗ 
𝑥 −2 ,𝑦 −1 , 𝐼 

∗ 
𝑥 +1 ,𝑦 +2 , 𝐼 

∗ 
𝑥 −1 ,𝑦 +2 , 𝐼 

∗ 
𝑥 +1 ,𝑦 −2 , 

𝐼 ∗ 𝑥 −1 ,𝑦 −2 , 𝐼 
∗ 
𝑥 +2 ,𝑦 +2 , 𝐼 

∗ 
𝑥 +2 ,𝑦 −2 , 𝐼 

∗ 
𝑥 −2 ,𝑦 +2 , 𝐼 

∗ 
𝑥 −2 ,𝑦 −2 

)
. (47)

Note that the boundary of phase shifted interferograms must be ex-

ended properly so that M adjacent pixels are valid, such as 𝐼 ∗ 𝑁 𝑥 +1 , 𝑁 𝑦 
s out of the range of phase shifted interferograms. According to the

bove eight situations, we extended the size of the phase shifted inter-

erograms from N x × N y to ( 𝑁 𝑥 + 4 ) × ( 𝑁 𝑦 + 4 ) . The values of 1 st and 2 nd 

ows for the extended interferograms with the size of ( 𝑁 𝑥 + 4 ) × ( 𝑁 𝑦 + 4 )
re same as that of the 1 st row for the original interferogram with the

ize of N x × N y . The values of ( 𝑁 𝑥 + 3 ) th and ( 𝑁 𝑥 + 4 ) th rows for the ex-

ended interferograms are same as that of the N x 
th row for the original

nterferogram. Moreover, the values of 3 rd to ( 𝑁 𝑥 + 2 ) th rows for the ex-

ended interferograms are same as that of 1 st to N x rows for the original

nterferogram. Finally, the extension of the column is same as the row. 

. Simulation 

To verify the effectiveness of the method proposed above, we per-

orm a series of numerical simulations, and compare it with two well-

valuated two-step random PSAs-GS and EVI. Note that, the Hilbert-

uang pre-filtering will be performed before using GS and EVI. In the

ollowing, all computations are performed with the CPU of Intel(R)

ore(TM) i5-8265U and the 8 GB memory, and we use the Matlab soft-

are for coding. 

Firstly, we perform APCA-LEF, GS and EVI to process two phase

hifted interferograms with the circular fringes. In the following, the
ested phase is set as 𝜑 = 𝑁 𝑓 𝜋( 𝑥 2 + 𝑦 2 ) , in which 𝑁 𝑓 = 5 is the fringe

umber in the interferogram. Fig. 2 (a) shows the theoretical phase dis-

ribution. The background intensity and modulation amplitude are set as

 𝑖 ( 𝑥, 𝑦 ) = 𝑁 𝑎 exp [ −0 . 02( 𝑥 2 + 𝑦 2 ) ] and 𝑏 𝑖 ( 𝑥, 𝑦 ) = 𝑁 𝑏 exp [ −0 . 02( 𝑥 2 + 𝑦 2 ) ] re-

pectively. Both the fluctuation and non-uniformity of the background

ntensity and modulation amplitude exist, hence, N a of the 1 st and 2 nd 

nterferograms are set as 1 and 0.95, N b of the 1 st and 2 nd interfero-

rams are set as 0.9 and 0.85. Moreover, we add noise generated by the

unction awgn in Matlab to the phase shifted interferograms. With the

bove parameters setting, two simulated phase shifted interferograms

ith the size of 401 × 401, SNR of 20 dB and the phase shift of 1 rad

re generated, as shown in Fig. 2 (c) and 2(d). 

Fig. 3 show the phase error distributions calculated by APCA-LEF

ith different M. When M = 1, APCA-LEF method returned back to the

riginal PCA-LEF method with no adjacent pixels involved, the extracted

hase distribution is shown in Fig. 2 (b), in this situation, the RMS phase

rror is largest. We can see that, for 20 dB of noise, the larger the M, the

maller the RMS phase error is, and the RMS phase error in the situation

f M = 1 is more than 10 times of that in the situation of M = 25, that

s to say, the proposed method can suppress the effect of noise with

he adjacent pixels, and the result is remarkable. Moreover, when M is

ess than 5, the RMS phase error decreases largely with the increase of

, but when M is larger than 5, the RMS phase error decreases in a

mall degree with the increase of M. Fig. 4 show the ellipses before and

fter using LEF for APCA-LEF in the situation of M = 1. We can see that,

efore using LEF, the approximate ellipse with X as the x coordinate and

 as the y coordinate is not centered at the origin, after using LEF, the

llipse was transformed an approximate circle with ( 𝑋 − 𝑥 0 ) ∕ 𝑎 𝑥 as the x

oordinate and ( 𝑌 − 𝑦 0 ) ∕ 𝑎 𝑦 as the y coordinate centered at the origin, the

urve is not smooth since the noise exists, and LEF cannot remove this

ffect. 

In order to verify the outstanding performance of the proposed

ethod, we compare it with the well-evaluated two-step PSAs-GS and

VI in the following. Fig. 5 shows the simulated results of the circular

ringes using GS and EVI. We can see that the phase error distributions

f them are similar because they both use the pre-filtering, and the fil-

ering errors are similar. Moreover, the RMS phase errors of GS and EVI

re respectively 0.1735 rad and 0.1787 rad which are larger than that

f APCA-LEF with any M except M = 1. We can get the conclusion that

PCA-LEF can obtain the higher accuracy with only two no pre-filtering

hase shifted interferograms. 
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Fig. 2. Simulated phase distributions and two phase shifted interferograms with the circular fringes. (a) The theoretical phase distribution, (b) the phase distribution 

extracted by APCA-LEF in the situation of M = 1, (c) and (d) the first interferogram and the second interferogram. 

Fig. 3. The phase error distributions of the circular fringes using APCA-LEF with different M. 

Fig. 4. The ellipses before and after using LEF for APCA-LEF in the situation of 

M = 1. 
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Fig. 5. Simulated results of the circular fringes using GS and EVI. (a) and (b) The phas

of GS and EVI. 
We know that two-step PSA is easily influenced by the noise, hence

e estimate the noise effect to three different methods in the following,

nd different M for APCA-LEF are also studied. The SNR of noise is set

rom 20 dB to 70 dB, other parameters are same as the above simulation.

e plot the RMS phase errors of the different levels of noises for APCA-

EF with different M, GS and EVI, as shown in Fig. 6 . Since the large

ltering error of GS and EVI, the RMS phase errors of GS and EVI are

arger than that of APCA-LEF for any level of noise except APCA-LEF

ith 20dB of noise in the situation of M = 1. The RMS phase errors of

S and EVI are similar for the same level of noise. When the SNR of

oise is less than 50 dB, the larger the noise, the larger the RMS phase
e distributions extracted by GS and EVI, (c) and (d) the phase error distributions 
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Fig. 6. RMS phase errors of different levels of noises for APCA-LEF with differ- 

ent M, GS and EVI. 

Fig. 7. RMS phase errors of different M for APCA-LEF. 
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Fig. 8. The RMS phase errors of APCA-LEF, GS and EVI with different phase 

shifts. 
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rror of GS and EVI is, and when the SNR of noise is more than 50 dB,

he RMS phase error is ruleless because the effect of filtering error is

arger than that of noise. For APCA-LEF, the larger the noise, the larger

he RMS phase error is for any M. Moreover, the RMS phase errors of

PCA-LEF are relatively small and stable when the SNR of noise is more

han 50 dB, in this situation, the main phase error is caused by the non-

niform and variable background intensity, modulation amplitude and

he intrinsic error of the algorithm. 

In order to study the effect of different M to APCA-LEF, we plot the

MS phase errors of different M, as shown in Fig. 7 . We find a strange

henomenon that, only when the SNR of noise is 20dB, the larger the

, the smaller the RMS phase error is, for other levels of noises, when

 = 2, the RMS phase error is largest. When M = 2, there is a tilt er-

or caused by the asymmetric geometry of the adjacent pixels, for other

alues of M, the adjacent pixels taken part in the APCA process are all

ymmetric, as shown in Fig. 1 . When the SNR of noise is 20dB, the ef-

ect of noise and background intensity and modulation amplitude error

alled systematic error is larger than that of the tilt error, but when the

NR of noise is larger than 30 dB, the effect of the systematic error is

ess than that of the tilt error. We need to avoid the situation of M = 2

ecause we don’t know the SNR of noise in the practical situation. In

ddition, when the SNR of noise is 30 dB, the RMS phase error is de-

reasing with the increase of M except M = 2 and M = 25, the RMS

hase error of M = 25 is only a little larger than that of M = 21 since the
ig. 9. Simulated phase distributions and two phase shifted interferograms with the s

xtracted by APCA-LEF in the situation of M = 1, (c) and (d) the first interferogram a
ffect of the adjacent pixels error is a little bigger than that of systematic

rror. Moreover, when the SNR of noise is more than 40 dB, the RMS

hase error is decreasing with the increase of M when M is less than

 except M = 2, and when M is more than 5, the RMS phase error is

ncreasing with the increase of M since the effect of the adjacent pixels

rror is larger than that of the systematic error. From the above anal-

sis, we can conclude that, when the SNR of noise is less than 30 dB,

he best value of M is 21 or 25, when the SNR of noise is more than

0 dB, the best value of M is 5. Although the best M is different for the

ifferent levels of noises, we need to choose a relatively appropriate M

o fit all of the situations since we don’t know the SNR of noise in the

ractical situation. When the SNR of noise is less than 30 dB, the RMS

hase errors in the situation of M = 5 are relatively smaller, hence we

hoose 5 as the most appropriate value of M for all the levels of noises.

To analyze the effects of different phase shifts to three different meth-

ds, we calculate the RMS phase errors of APCA-LEF, GS and EVI with

ifferent phase shifts and SNR of 20 dB, and we choose the situation

f M = 5 for APCA-LEF in the following analysis, the results are shown

n Fig. 8 . For GS and EVI, the RMS phase errors are irrelevant to the

ifferent phase shifts since the effect of the filtering error is more larger

han that of the different phase shifts. For APCA-LEF, the RMS phase

rrors are relevant to the different phase shifts, we found that the far-

her away the phase shift from 0 rad and 𝜋 rad, the smaller the RMS

hase error is, hence, if the high accuracy is required, the phase shift

ould be best to far away from 0 rad and 𝜋 rad. Moreover, the range of

hase shift for APCA-LEF which is between 0.2 rad and 2.9 rad is larger

han that for GS and EVI which is between 0.3 rad and 2.6 rad. Last

ut not least, the accuracy of APCA-LEF is higher than that of GS and

VI for the whole range of phase shift since APCA-LEF uses the original

hase shifted interferograms rather than phase shifted interferogram’s

fter filtering, and the adjacent pixels taken part in APCA also improve

he accuracy of APCA-LEF. 

To verify the robustness of the proposed method, we also simulate

he straight and complex fringes, the comparisons of APCA-LEF, GS

nd EVI are also performed in the following. For the straight fringes,

he theoretical phase is set as 𝜑 = 5 𝜋𝑥 , and for the complex fringes, the

hase is set as 𝜑 = 5 𝜋𝑥 + 5 𝑝𝑒𝑎𝑘𝑠 ( 401 ) . The SNR of noise is 20 dB, and the

hase shift is 1 rad, other parameters are same as the circular fringes.

ig. 9 shows the simulated phase distributions and two phase shifted
traight fringes. (a) The theoretical phase distribution, (b) the phase distribution 

nd the second interferogram. 
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Fig. 10. The phase error distributions of the straight fringes using APCA-LEF with different M. 

Fig. 11. Simulated results of the straight fringes using GS and EVI. (a) and (b) The phase distributions extracted by GS and EVI, (c) and (d) the phase error distributions 

of GS and EVI. 

Fig. 12. Simulated phase distributions and two phase shifted interferograms with the complex fringes. (a) The theoretical phase distribution, (b) the phase distribution 

extracted by APCA-LEF in the situation of M = 1, (c) and (d) the first interferogram and the second interferogram. 
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nterferograms with the straight fringes, and Figs. 10 and 11 present the

imulated results of the straight fringes using APCA-LEF, GS and EVI.

he simulated phase distributions and two phase shifted interferograms

ith the complex fringes are drawn in Fig. 12 , we can see that the inter-

erograms with the complex fringes are asymmetrical, and the simulated

esults of APCA-LEF, GS and EVI are shown in Figs. 13 and 14 . Because

he interferograms with the straight and circular fringes are both sym-

etrical, for the straight fringes, we can get the same conclusion as the

ircular fringes. The larger the M, the smaller the RMS phase error is

or APCA-LEF with different M. The RMS phase errors of GS and EVI

re respectively 0.1423 rad and 0.1428 rad which are larger than that
f APCA-LEF with any M except M = 1. For the complex fringes, the

onclusion is a little different from the circular and straight fringes. For

PCA-LEF, when M is less than 13, the larger the M, the smaller the

MS phase error is. However, the RMS phase errors in the situation of

 = 21 and M = 25 are larger than that of M = 5, M = 9 and M = 13 since

he interferograms with the complex fringes are asymmetrical, large M

eads to the larger RMS phase error. The RMS phase errors of GS and

VI are respectively 0.2099 rad and 0.2509 rad which are larger than

hat of APCA-LEF with any M. Moreover, for both straight and complex

ringes with 20 dB of noise, when M = 5, the RMS phase errors are both

elatively smaller, so we can also choose 5 as the most appropriate value
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Fig. 13. The phase error distributions of the complex fringes using APCA-LEF with different M. 

Fig. 14. Simulated results of the complex fringes using GS and EVI. (a) and (b) The phase distributions extracted by GS and EVI, (c) and (d) the phase error 

distributions of GS and EVI. 

Table 1 

Computational time of APCA-LEF with different M, GS and EVI. 

Time(s) M = 1 M = 2 M = 3 M = 5 M = 9 M = 13 M = 21 M = 25 GS EVI 

Circular fringes APCA 0.134 0.137 0.144 0.150 0.186 0.203 0.284 0.302 – –

LEF 0.900 0.902 0.918 0.899 0.901 0.915 0.912 0.923 – –

Total 1.034 1.039 1.062 1.049 1.087 1.118 1.196 1.225 3.032 3.071 

Straight fringes APCA 0.117 0.133 0.142 0.150 0.174 0.198 0.253 0.315 – –

LEF 0.901 0.905 0.899 0.869 0.881 0.890 0.887 0.880 – –

Total 1.018 1.038 1.041 1.019 1.055 1.088 1.140 1.195 2.446 2.385 

Complex 

fringes 

APCA 0.123 0.129 0.143 0.144 0.176 0.192 0.270 0.300 – –

LEF 0.892 0.903 0.892 0.872 0.905 0.896 0.882 0.905 – –

Total 1.015 1.032 1.035 1.016 1.081 1.088 1.152 1.205 2.434 2.390 
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f M for any kinds of fringes. Although the conclusion of the complex

ringes is a little different from that of the circular and straight fringes,

e can also get the conclusions that APCA-LEF, GS and EVI are all ef-

ective for the circular, straight and complex fringes, and APCA-LEF can

et the higher accuracy with appropriate M than GS and EVI. 

We also study the computational time of three different methods

ith different fringes, as shown in Table 1 . Firstly, we study the compu-

ational time of APCA-LEF, we know that there are 2 steps for APCA-LEF,

o we respectively calculate the computational time of every step with

ifferent M. Although LEF process costs more time than APCA process,
t avoids the pre-filtering which will cost more time and decrease the ac-

uracy. For APCA process, the larger the M, the more the computational

ime is. Moreover, LEF process is a fitting process, its computational

ime depends on not only the number of the pixels, but also the fitting

ifficulty. The less the noise, the easier the fitting process is, for the sit-

ation of M = 5, most of the noise is eliminated by the APCA process,

o LEF process costs less time than any other situations. For the total

ime of APCA-LEF, the larger the M, the more the computational time

s except M = 5, when M is larger than 9, the computational time is

elatively long. Because the situation of M = 5 costs relatively less time
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Fig. 15. Experimental phase distributions and two phase shifted interferograms. (a) The reference phase distribution extracted by 4-step PSA, (b) the phase distri- 

bution extracted by APCA-LEF in the situation of M = 1, (c) and (d) the first interferogram and the second interferogram. 

Fig. 16. The differences between the reference and phase distributions extracted by APCA-LEF with different M. 
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Fig. 17. RMS phase errors of different M for APCA-LEF. 

Fig. 18. The ellipses before and after using LEF for APCA-LEF in the situation 

of M = 1. 
nd obtain relatively higher accuracy, 5 is the most appropriate value

f M. Lastly, we also compute the computational time of GS and EVI,

hey cost more time than APCA-LEF for any situation since the filtering

rocess costs more time. From the above simulations, we can conclude

hat, APCA-LEF has more outstanding performance in regard to the dif-

erent levels of noises, different phase shifts, different kinds of fringes

nd computational time than GS and EVI. 

. Experiment 

To verify the performance of the proposed method, the experiment

s performed to do the phase retrieval by the proposed method, GS and

VI. Four phase shifted interferograms with the circular fringes were

xtracted, and the phase shifts are respectively 0, 𝜋/2, 𝜋 and 3 𝜋/2, the

ize of interferograms is also 401 × 401 which is same as the simula-

ion. Moreover, the phase extracted by standard 4-step PSA is set as the

eference phase due to its high accuracy. Fig. 15 (a) shows the reference

hase distribution, and the phase distribution extracted by APCA-LEF in

he situation of M = 1 is drawn in Fig. 15 (b), and the first two phase

hifted interferograms are shown in Figs. 15 (c) and (d). The differences

etween the reference and phase distributions extracted by APCA-LEF

ith different M are shown in Fig. 16 . And we plot the curve of RMS

hase errors with different M for APCA-LEF, as shown in Fig. 17 . From
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Fig. 19. The experimental results of GS and EVI . (a) and (b) The phase distribution extracted by GS and EVI, (c) and (d) the differences between the reference and 

phase distributions extracted by GS and EVI. 

Table 2 

Computational time of APCA-LEF with different M, GS and EVI. 

Time(s) M = 1 M = 2 M = 3 M = 5 M = 9 M = 13 M = 21 M = 25 GS EVI 

APCA 0.131 0.135 0.141 0.142 0.178 0.205 0.284 0.302 – –

LEF 0.900 0.900 0.908 0.728 0.902 0.899 0.912 0.923 – –

Total 1.031 1.035 1.049 0.87 1.08 1.104 1.196 1.225 2.868 2.926 
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igs. 16 and 17 , we can conclude that, the RMS phase error in the situ-

tion of M = 2 is largest since the effect of tilt error is larger than that

f the systematic error, moreover, the RMS phase error in the situation

f M = 5 is least. When M is between 1 and 5, the larger the M, the less

he RMS phase error is except for M = 2, however, when M is between

 and 25, the RMS phase error is increasing with the increase of M ex-

ept M = 25. The experiment is similar to the simulation with the SNR

f 40 dB except M = 25, the conclusion is not absolutely same to the

imulation because the practical situation including the noise distribu-

ion, the background intensity and modulation amplitude distribution

ay more complex. The ellipses before and after using LEF are plotted

n Fig. 18 . Fig. 19 (a) and (b) plot the phase distributions extracted by

S and EVI, and the differences between the reference and phase dis-

ributions extracted by GS and EVI are shown in Fig. 19 (c) and (d). We

an see that, the RMS phase errors of GS and EVI are similar and larger

han that of APCA-LEF with any M. 

Further, we study the computational time of APCA-LEF, GS and EVI,

s shown in Table 2 . We can get the same conclusion as the simula-

ion, for APCA process, the larger the M, the more the computational

ime is, but for LEF process, the situation of M = 5 costs the least time.

or the total time, the larger the M, the more the computational time

s except M = 5, the situation of M = 5 costs less time than all other

ituations. Moreover, GS and EVI cost more time than APCA-LEF with

ny M. Hence, we can say that, when M = 5, APCA-LEF can obtain the

igh accuracy and cost less time simultaneously, 5 can be chosen as the

ost appropriate value of M. 

After the simulation and experiment, we verify that, the proposed

PCA-LEF without pre-filtering can obtain relatively accurate result

ith less computational time by only two interferograms. 

. Conclusion 

In this paper, we present a PSA based on advanced principal com-

onent analysis and Lissajous ellipse fitting. APCA doesn’t need to sub-

tract or filter the mean-background intensity, the adjacent pixels are

aken part in the APCA process to increase the accuracy, and the LEF

rocess is performed after APCA process to extract the real phase distri-

ution. We have compared APCA-LEF with well-evaluated GS and EVI

y the simulated and experimental data. The proposed method can ex-

ract highly accurate phase with less computational time. It removes the

estriction that PCA needs more than three interferograms, it only needs

wo randomly phase shifted interferograms. Moreover, if the higher ac-
uracy is requested, it’s best to choose a phase shift which is far away

rom 0 rad and 𝜋 rad. Lastly, 5 is the most appropriate value of M in

egard to different levels of noises and computational time. The simula-

ions and experiments demonstrate the validity of the proposed method.

n summary, this proposed method is a power tool for the phase extrac-

ion with random phase shift. 
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