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A New Response Approximation Model
of the Quadrant Detector Using the

Optimized BP Neural Network
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Abstract—In this paper, a new response approximation
model for quadrant detector is proposed based on a BP
Neural Network by employing different training algorithms.
A total of 1001 data points are gathered to train and test the
proposed network. Through optimal configuration, the net-
work with 1 hidden layer and 8 hidden neurons with Log-
sigmoid transfer functions in the hidden layer is determined
to have the optimum performance. Furthermore, Levenberg-
Marquardt (LM) is the best train algorithm while in this case
the model is more precise than others. Besides, it shows a
good ability to suppress the non-uniformity. The results of
experiment reveal that the root mean square error using this
model is about 1/5 of that using Fusion method when the beam
radius is 0.75mm. Meanwhile, its maximum errors under different radii are all less than 6 × 10-3mm. Therefore, the new
model would have a good application prospect in beam position measurements.

Index Terms— Neural Network, optical tweezers, quadrant detector.

I. INTRODUCTION

OPTICAL tweezers is a powerful tool for capturing
micron-sized particles suspended in solution by creat-

ing optical traps from the laser beam [1]. It has a wide
array of applications in biological, quantum science and
plasmonics [2]–[6]. The displacement of trapped particles
is typically detected by using a Charge-Coupled Devices
(CCD) camera or Quadrant Detector (QD). Compared with
CCD camera, QD has the advantages of high measurement
resolution and short response time [7]–[10]. Using a QD
allows nanoscale displacement measurements at a rate of
tens of kHz. In biological samples, for example, nanometer
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resolution at bandwidths up to 100 kHz can reveal details of
macromolecular motion [11].

However, the problem with such an implementation is that
there is a non-linear relationship between the QD output signal
and the centroid position of the beam [12]. The fitting method
is a good option to solve this problem. The commonly used
normalized central method is actually a first-order polynomial
fitting method which is simple and easy to use, but it suffers a
low accuracy when the beam center is far from the QD origin.
The high-order polynomial fitting method effectively improves
the accuracy. However the consequent increase in computation
limits its application [13]. Our previous works [14] indicate
that the errors of the Infinite Integral Method (IIM) [15] and
the Boltzmann method [16], [17] can cancel each other out,
and the proposed Fusion method achieves a high accuracy
with fewer parameters. Nevertheless, the degree of accuracy
of the Fusion method is relatively fixed. Moreover, the non-
uniformity of the photoelectric response seriously affects the
measurement accuracy.

Machine Learning (ML) and Artificial Neural Network
(ANN) are characterized by strong generalization, fast com-
putation speed and nonlinearity, have emerged increasingly in
recent decades [18], [19]. In particular, the Back-Propagation
(BP) Neural Network proposed by Rumelhart and McClel-
land [20] is successfully used in pattern recognition, predict-
ing, optimizing decision, enhancing process control [21]–[24].
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Fig. 1. Beam incident into a QD.

A. Salmanpour et al. used it to deal with this non-linear
relationship of QD [25], but there was no specific discussion
on network optimization.

In this study, based on the BP Neural Network, a new
response approximation model for QD is proposed. A vari-
ety of training algorithms are applied, such as Levenberg-
Marquardt (LM), Scaled Conjugate Gradient (SCG), Bayesian
Regulation backpropagation (BR), and Resilient Back-
Propagation (RP). Besides, different transfer functions includ-
ing Error function (erf), Tan-Sigmoid (tansig), Log-Sigmoid
(logsig), Radial basis (radbas), Hard-limit (hardlim), Triangu-
lar basis (tribas) and Softmax transfer function (softmax) are
deployed in hidden layer and their effects on network precision
is estimated. Simulations and experiments are deployed for
validation.

II. CONVENTIONAL FITTING METHODS

The QD can be seen as a device consisting of four identical
photodiodes separated by small gaps without photoelectric
effect [26], as shown in Figure 1.

If there is an incident beam, each quadrant will output
the corresponding photocurrent IAi , IBi , ICi , IDi . The power
intensity distribution of the Gaussian beams is:

D(x, y) =
K 2 exp

(
−2 (x−x0)

2+(y−y0)
2

ω2

)
ω2 , (1)

where ω is the radius of the beam, (x0, y0) is the centroid
position of the beam [27], then:

Ii ∝
∫∫

Si

D(x, y)dxdy(i = A, B, C, D). (2)

If the beam radius is much smaller than the detector,
the conventional formula to estimate the beam position in x
direction is:

EX =
∫ ∞
−∞

∫ ∞
0 D(x, y)dxdy−∫∞

−∞
∫ 0
−∞ D(x, y)dxdy∫ ∞

−∞
∫ ∞
−∞ D(x, y)dxdy

, (3)

where EX is the normalized centroid position, representing the
extent of deviation from the origin of the QD. However, it is
not equal to the centroid position of the beam.

Since: ∫ ∞

−∞
D(x, y)dy = K 2 exp(−2(x − x0)

2

ω2 ). (4)

Then:

EX =
∫ ∞

0 K 2exp(− 2(x−x0)
2

ω2 )dx −∫ 0
−∞ K 2exp(− 2(x−x0)

2

ω2 )dx
K 2π

2

= er f (

√
2x0

ω
). (5)

It can be seen that the y-axis factors (yandy0) disappear
during the above derivation. Since the shape of the QD and the
beam profiles are symmetric, it is expected to achieve the same
position measurement results in y direction. Consequently,
only the position measurement results in the x direction
are discussed here. Nevertheless, the problem is that the
relationship between EX and x0 is a transcendental equation
that cannot be solved analytically [28].

A solution for solving this problem is the fitting method.
The normalized central method (NCM) is a first-order polyno-
mial fitting method. NCM is a convenient and simple method.
However, the error increases sharply when the beam deviates
from the origin.

The accuracy of high-order polynomial fitting method often
depends on its order:

x0 =
n∑

i=0

an En
X . (6)

where an is the coefficients of polynomial fitting.
Nevertheless, the higher accuracy is often accompanied by

a sharp increase in computation, which hinders its application.
Our previous work indicates that the errors of the IIM and

the Boltzmann method can cancel each other out, and the
proposed Fusion method achieves a high accuracy with fewer
parameters:

x0 ≈m ∗ er f −1(EX )√
2

∗ k1+(1−m) ∗ k2 ∗ ln

(
1+EX

1−EX

)
, (7)

where, N sets of calculated data are used to find the minimum
residual errors. k1 and k2 are obtained as:

k1 =

N∑
n=1

f1(EXn ) ∗ x1n

N∑
n=1

f 2
1 (EXn )

, f1(EX ) = er f −1(EX )√
2

, (8)

k2 =

N∑
n=1

f2(EXn ) ∗ x2n

N∑
n=1

f 2
2 (EXn )

, f2(EX ) = ln

(
1 + EX

1 − EX

)
. (9)

As shown in the Fig.2, when ω is 0.75mm, even the
accuracy of the Fusion method is still not enough for optical
tweezers whose accuracy needs to reach the nanoscale.
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Fig. 2. The simulation curves of positioning errors using three different
methods.

Fig. 3. The architecture of a three-layer back propagation neural
network.

III. METHODOLOGY

A. Back Propagation Network

Compared to conventional methods, Artificial Neural Net-
work (ANN) has many unique features: Information is stored
in the form of the state of each neuron and the interconnections
between them. That is to say, distributed storage of information
is realized. Since the information storage and calculation
process of ANNs are an organic whole, the calculation of
it belongs to parallel computing which is more suitable for
modern computers. Last but not least, ANNs exhibit high
self-adaptability to the environment and a self-learning ability,
where the weights on each layer are plastic which can be
trained via learning.

Among different kinds of ANN, BP Neural Network is
the most reputable, which uses a back-propagation training
algorithm. These kinds of ANNs structures in which data move
in a forward direction have hidden layer(s) including compu-
tational nodes named hidden neurons. In order to increase the
performance of the network to have a higher order of accuracy,
one or more hidden layers could be added. A three-layer BP
Neural Network is shown in the Fig. 3.

The output of the hidden layer is:

p j = f1

(
n∑

i=1

wi j Ii − b j

)
j = 1, 2...l, (10)

where n is the number of input nodes.

Fig. 4. The scheme of new model.

The output of the output layer is:

Ok = f2

⎛
⎝ l∑

j=1

pk+1(i)w j k − bk

⎞
⎠ . k = 1, 2...m. (11)

B. ANN Optimal Configuration

The optimal configuration of an ANN can be determined
by the number of layers, number of neurons in each layer,
training algorithm and the transfer function.

1) Training Algorithm: The scheme is designed as shown
in Fig. 4: A beam with a radius of 0.75mm is assumed to
be incident on a QD with a radius of 1.5mm and a gap
width of 0.045mm. The QD is installed on one dimensional
displacement platform to achieve precise movement in x
direction from −0.5mm to 0.5mm at an interval of 0.001mm.
The centroid position of beam xi and the output current value
of each quadrant IAi , IBi , ICi , IDi are recorded. In this way,
1001 simulation data points are collected and divided into
training sets (501 points) and testing sets (500 points). When
the error satisfies the requirement, the training process ends,
and the trained model is evaluated by the testing set.

In this study, the Neural Network Toolbox™ of MathWorks
MATLAB® is used to develop the proposed BP Neural
Network. Besides, among different available learning algo-
rithms, SCG, LM, BR, and RP are employed to obtain the
relationships between the inputs and the outputs.

In order to better evaluate the new estimation model,
the maximum error and the root mean square error are adopted:

δx M AX = M AX (|δi |) = M AX
(∣∣xi − x ′

i

∣∣) . (12)

δx RM S E =
√√√√ 1

N

N∑
i=1

δ2
i =

√√√√ 1

N

N∑
i=1

(xi − x ′
i )

2. (13)

From Table I, it can be inferred that the performance of LM
is significantly better than other algorithms [29]. Therefore,
we choose it as the training algorithm of our new model.
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TABLE I
ERRORS USING DIFFERENT TRAINING ALGORITHMS

TABLE II
ERRORS USING DIFFERENT TRANSFER FUNCTIONS

2) Transfer Function: Transfer function plays an important
role in Neural Network. In order to determine the transfer
function which is most suitable for this problem, several com-
monly used transfer functions are chosen and their efficiency
is compared.

It can be seen from Table. II that the network using the Log-
sigmoid has the lowest δx RM S E and the δx M AX . Therefore,
the Log-sigmoid is chosen as the transfer function of our new
model.

The Log-sigmoid is given in Eq.14.

f (x) = 1

1 + e−x
. (14)

3) Architecture: Although Cybenko points out that a BP
Neural Network with a single hidden layer can approximate
any nonlinear function [30], there is currently no clear theory
guiding the design of network architecture. Therefore, how to
choose the number of layers of the network and the number
of layer neurons is a hard nut to crack.

In this study, the number of nodes in the input layer is only
four, and thus the complexity of the network is also relatively
low. Hence, there is no need for more hidden layers and the
number of hidden layers is set as one.

A series of networks with one hidden layer and n hidden
neurons are constructed. Since the multiplication is the main
operation form required by a network, the number of multi-
plication operations can be regarded as the computation C:

C = n2 + 5n. (15)

Generally, there is a better fitting result of network with
more hidden neurons. However, the subsequent increase in
computation will restrict its application in practical engineer-
ing. Thus, the efficiency factor ρ is defined which evaluates a
network in an all-round way:

ρ = δx RM S E · C. (16)

The number of neurons is changed from 1 to 20 in the
hidden layer, iteratively. From Table III, it can be found that
the network with n = 8 has the lowest ρ which is adopted by
our new model.

TABLE III
EFFICIENCY FACTOR OF NETWORKS WITH DIFFERENT

ARCHITECTURES

Fig. 5. Model established using NN tool box.

Fig. 6. The computation of the polynomial fitting method with different
order. The region is colored gray where computation of the polynomial
fitting method exceeds that of our new model.

C. Simulation

After the optimal configuration, the validity of the models
is evaluated based on the simulation results.

1) Computation: The computation of the polynomial fitting
method increases with its order k, similarly:

C = k2 + 3k − 2

2
. (17)

As shown in the Fig. 6, when the order reaches to eight,
computation of the polynomial fitting method begins to exceed
that of our new model. Hence, the eighth-order fitting method
is used for comparison in the subsequent simulations.

2) Accuracy: The new model is compared with the Fusion
method and the Eighth-order polynomial fitting method,
as shown in Fig. 7:
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Fig. 7. Comparison of errors between Fusion method, our new model
and Eighth-order polynomial fitting method. The insert shows the close-
up plot of the new model.

Fig. 8. Comparison of errors between Fusion method, our new model
and Eighth-order polynomial fitting method.

The δx RM S E of the Fusion method, our new model and
Eighth-order polynomial fitting method are 3.103×10−5mm,
7.88×10−8mm, 1.271×10−4mm, respectively. The accuracy
of the new model reaches nanoscale which is several orders
of magnitude higher than that of the conventional methods.

In order to test the robustness of the new model at different
beam radii, the radius of the beam is changed from 0.55mm
to 1.15 mm and normalized to the relative beam radius [31]
(divided by the detector radius R), the simulation results are
shown in Fig. 8. It can be seen that the δx RM S E of our new
model which are all less than 1×10−5mm at each beam radius
are smaller than that of other methods.

Table IV indicates that the computation required to achieve
the same accuracy for a polynomial fit method is larger than
that for new model at different beam radii.

3) Non-Uniformity: In the above discussion, the four quad-
rants of the QD are assumed to have exactly the same respon-
siveness. In reality, due to the limitations of manufacturing
processes and technology, it is well-nigh impossible.

TABLE IV
NUMBER OF PARAMETERS OF OUR NEW MODEL AND THE

POLYNOMIAL METHODS UNDER SAME δxRMSE

TABLE V
THE RELATIONSHIP BETWEEN η AND k

Fig. 9. Comparison of δxRMSE between the Fusion method, the Eighth-
order polynomial fitting method and our new model with different η.

Supposed the working area of the QD is filled with a
uniform beam, the output peak signal of each quadrant is
va, vb, vc, vd . The photo-response non-uniformity index η of
the detector is defined as:

η = 4 max(va, vb, vc, vd ) − 4 min(va, vb, vc, vd )

va + vb + vc + vd
. (18)

The non-uniformity of the photoelectric response will seri-
ously affect the measurement accuracy. If we assume that the
non-uniformity only exists in the first quadrant, va : vb : vc :
vd = k:1:1:1. The relationship between η and k is shown in
Table V.

Considering the non-uniformity, IAi , IBi , ICi , IDi changes
to k I Ai , IBi , ICi , IDi .

As shown in the Fig. 9, it can be seen that as η increases,
the accuracy of the Fusion method and the Eighth-order
polynomial fitting method decreases. In contrast, our new
model is hardly affected which shows high self-adaptability
to the environment and a self-learning ability.
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Fig. 10. Measurement system of beam position using the QD.

Fig. 11. The positioning error of the new model, the Fusion method and
the Eighth-order polynomial fitting method. The measurement range is
from 0mm to 0.5mm for the symmetrical characteristic of beam position
errors.

IV. EXPERIMENT

A. Experiment Setup

To verify the improvement of the beam position mea-
surement accuracy of our new model, a near-infrared beam
position measurement system as shown in Fig. 10 is designed.
A 1550 nm fiber-optic semiconductor laser (MDL-1550) with
continuously adjustable optical power is used in the experi-
ment system. The Gaussian beams emitted by the laser are
changed into parallel beams by collimating and shaping lens
groups, and then focused on the QD (FCI-InGaAs-Q3000,
1.5 mm detector radius and 0.045 mm gap) by coupling lens.
QD is installed on one dimensional Nano-precision displace-
ment platform (N-644.3A). The signal of QD is amplified,
collected by an 18-bit, 400ksps, low noise 4-channel ADC
(LTC2344-18) for consistent and real-time data acquisition
and then transmitted to the FPGA(Cyclone 4 EP4CE75) for
processing.

B. Results and Analysis

Firstly, the radius of the incident beam is adjusted to
0.75mm, the beam center is shifted from −0.5mm to 0.5mm
with intervals of 0.001mm, 1001 experiment data points are
collected and divided into training and testing sets. Fig. 11
presents the errors of the three different methods. The δx M AX

of our new model is 5.33×10−4mm, which is 92.8% lower

Fig. 12. The δxRMSE of three methods at different relative beam radii.

TABLE VI
COMPARISON OF δxMAX OF THE CONVENTIONAL METHODS AND THE

NEW MODEL AT DIFFERENT RADII

than that of the Fusion method (7.36×10−3mm) and 71.7%
lower than that of the Eighth-order polynomial fitting method
(1.88×10−3mm). Moreover, the δx RM S E of our new model
is 1.48×10−4mm which is about 1/20 of that of the Fusion
method (2.95×10−3mm) and 1/2 of that of that of Eighth-
order polynomial fitting method (3.08×10−4mm).

In order to verify the applicability of the new model at
different radii, we change the radius from 0.55mm to 1.15mm
and repeat the above steps.

As shown in Fig. 12, the accuracy of our new model
which is higher than the Fusion method and the Eighth-order
polynomial fitting method shows stability at varying radii. The
δx RM S E of our new model at different relative beam radii are
all less than 3 × 10−4mm.

Table VI compares the δx M AX of three methods under
different beam radii. Among the three methods, our new model
has the smallest δx M AX which is less than 2×10−3mm under
different beam radii.

Through the above discussion, it can be seen that there is a
difference between the experimental results and the simulation
results, which is mainly due to the environmental noise. This
issue will be the content of our follow-up study. Despite this,
the new model presented in this paper shows better accuracy
both in δx RM S E and δx M AX , and it also exhibits a more stable
measurement accuracy for different incident beam radii.

V. CONCLUSION

The current study has been carried out to investigate the
ability of BP Neural Network in dealing with the non-linear
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relationship of QD. A total of 1001 data points were gathered
to train and test the proposed network. Various training algo-
rithms and transfer functions were applied and their effects
on network precision were estimated. After the optimal con-
figuration, a new response approximation model has been
proposed. The simulation results showed that accuracy of the
proposed model reached nanoscale, which is more accurate
than that of the Fusion method. Meanwhile, its computation
is less than that of the polynomial fitting method with the
same accuracy. According to the experimental results, the new
model has stability and accuracy in both δx RM S E (all less
than 3 × 10−4mm) and δx M AX (all less than 2 × 10−3mm)
for different beam radii.
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