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1. Introduction

Optical freeform surfaces provide a higher degree of freedom 
compared to rotationally symmetric elements. Since fewer 
optical components may be employed to meet the require-
ments, the use of freeform surfaces in optical designs leads 
to smaller, lightweight systems [1]. However, the applica-
tion of the freeform surfaces is limited by the accuracy of 
measurement.

So far, many approaches have been developed to measure 
the freeform surface, such as coordinate measuring machines 
[2], wavefront sensors [3], fringe projection [4] and interfer-
ometry [5–11], among which interferometry is one of the most 
accurate methods. With special null optics, null interferom-
etry [5–7] can achieve high-precision measurement. However, 
every test surface with a different nominal shape requires its 
own unique auxiliary optics, which results in high time and 
cost consumption. On the contrary, non-null interferometry, 

such as tilted wave interferometers [8–10] and lateral shearing 
interferometers [11], can provide better versatility with a 
retrace error correction algorithm. To test larger surfaces and 
extend the dynamic range with high resolution, a subaperture 
stitching technique is also a good solution. Surfaces exhib-
iting rotational symmetry, such as spheres and aspheres, can 
be measured with circular subaperture stitching [12–16] or 
annular subaperture stitching [17–19] by employing high-
precision mechanical stages. However, when applied to free-
form surface testing, standard circular or annular subapertures 
with resolvable fringes would be difficult or even impossible 
to obtain due to the rotational asymmetry of the test part. 
Moreover, the requirements for mechanical alignment are 
much higher, and the total number of subapertures may be 
very large, causing stitching complications.

In this paper, we propose an irregular subaperture stitching 
interferometry (ISSI) method for non-null freeform surface 
testing. With irregular subapertures, locally resolvable fringes 
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of an interferogram are matched more easily than with cir-
cular or annular ones. The total number of subapertures is 
therefore reduced at the same time. A multi-aperture, simulta-
neous reverse optimization reconstruction (SROR) algorithm 
[19–21] has been proposed for non-null subaperture stitching 
and retrace error correction in our previous work. The method 
is modified here to better accomplish irregular subaperture 
stitching. With the modified multi-aperture simultaneous 
reverse optimization reconstruction (MSROR) algorithm, the 
full aperture figure error of the test surface can be acquired at 
one time based on multi-configuration system modeling. In 
particular, overlaps and complementary requirements of the 
subapertures are not necessary in ISSI.

In section 2, the ISSI, involving subaperture partition prin-
ciples and the MSROR algorithm, is presented. Section  3 
gives the numerical simulations for the accuracy analyses and 
the error considerations of the ISSI. In section 4, experiments 
are carried out showing the practical feasibility. Conclusions 
are summarized in section 5.

2. Irregular subaperture stitching interferometry

The non-null interferometric system based on a Twyman–
Green configuration for freeform surface test is illustrated in 
figure 1. A collimated laser beam (λ  =  632.8 nm) is split by 
a beam splitter. One beam passes through a partial null lens 
(PNL) [22] and is then reflected by a freeform surface under 
test (FS), forming a test beam after traveling through the PNL 
again. The other is reflected by a reference mirror, serving as 
the reference beam. The two beams interfere and an interfero-
gram is captured by the detector (charge coupled device; CCD) 
through the imaging lens. The phase of the interferogram is 
modulated by a piezoelectric transducer (PZT) mounted on 
the reference mirror, so the wavefront data of the interfero-
grams can be extracted with a phase-shifting algorithm. The 
distance between the PNL and the FS (dpf) is monitored with 
the help of a displacement measuring interferometer (DMI).

The PNL is the key component of the ISSI system, 
employed to produce an aspheric reference wavefront to com-
pensate for the majority of the longitudinal normal aberration 
of the FS. Unlike null interferometers, the reflected rays from 
the test surface may slightly deviate from the incident ones, 
leading to a retrace error. In addition, although the slope of the 
test wavefront is greatly reduced by the PNL, it is still difficult 
to get a resolvable interferogram over the full aperture at once 
due to the large degree of freedom and the asymmetry of free-
form surfaces. Therefore, the subaperture stitching technique 
is necessary. After collecting all the subaperture wavefronts, 
each subaperture measurement configuration is modeled in a 
raytracing program according to the parameters of the actual 
setup. The MSROR algorithm can simultaneously achieve 
subaperture stitching and retrace error correction based on 
multi-configuration computer modeling. An elaboration for 
system modeling has been presented in our previous work 
[19]. As long as the subaperture interferograms are resolvable 
and the data vacancy is less than 10%, the freeform surface 
can be measured.

The whole measurement process is described as follows:

 (a)  Set up a model which is identical to the ISSI system in a 
raytracing program and calculate the axial range used to 
obtain subapertures.

 (b)  Change the location of the FS in the range and capture 
interferograms until zones with resolvable fringes cover 
most of the aperture. Meanwhile, update the multi-
configuration model characterizing each subaperture 
measurement.

 (c)  Partition irregular subapertures according to specific 
principles.

 (d)  Accomplish the irregular subaperture stitching while 
correcting the retrace error by the MSROR algorithm; 
reconstruct the full aperture figure error of the FS.

2.1. Subaperture partition

Relying on the system model and the nominal shape of the 
FS, the axial distance range used to acquire subaperture inter-
ferograms can be computed. When testing, the FS is moved 
gradually along the optical axis in the range; slight posture 
adjustment can be employed at the same time, as shown in 
figure  2. The wavefronts at different locations match the 
slopes in local zones on the FS, making the slope of reflected 
wavefronts less than the Nyquist frequency. The resolvable 
fringes of different zones are recorded until most of the aper-
ture is covered. After an interferogram is obtained at a new 
location (dpf), a new configuration needs to be added in the 
model, and the only difference in all the interferometric con-
figurations is the distance between the PNL and the FS. Note 
that the positions of the FS, such as axial location, tilt and 
decentration, may differ in the acquiring of resolvable fringes, 
thus these positions should be solved according to the inter-
ferograms and dpf using certain algorithms [23]. Then the mis-
alignment between the FS in the model and the actual one can 
be corrected.

Obviously, neither the locally resolvable areas of the inter-
ferogram nor the corresponding zones on the FS are stand 
shapes. Take figure  2(a) for instance, where only the upper 
part of the interferogram can be resolved. If circular subap-
ertures are utilized for information extraction as plotted in 
figure 3(a), only a portion of the resolvable area remains in 
the biggest central circular subaperture. To better match the 
residual fringes, eight more inappropriate subapertures with 
different sizes have to be included. Moreover, for freeform 
surfaces testing, a circular subaperture in the interferogram is 
generally not relevant to a circular subaperture of the test part, 
making the stitching more complicated. As can be seen in 
figure 3(b), it is unfeasible for the annular subaperture which 
contains unresolvable areas. However, if irregular subaper-
tures, such as semicircular, triangular and sectorial ones, are 
employed as exhibited in figure  3(c), the resolvable fringes 
are fully matched and the number of the subapertures can be 
reduced at the same time.

During the irregular subaperture partition of the locally 
resolvable interferogram for information extraction, several 
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principles should be followed. Firstly, the frequency of fringes 
in the subapertures should be limited within the resolution of 
the detector. Unlike testing rotationally symmetric optics, in 
which the fringe frequency usually varies along the radial 
direction, various directions may exist in different areas when 
measuring freeform surfaces. Examples of testing a biconic 
surface at two different locations are shown in figures  4(a) 
and (d). The boundary of irregular subapertures should be 

determined perpendicular to the maximum variation direc-
tion, making the fringe frequency in subapertures less than a 
threshold, which is 0.125λ/pixel in the example. Following the 
criteria, the partition results of figures 4(a) and (d) are shown 
in figures  4(b) and (e). Secondly, the obtained subapertures 
should be further trimmed to relatively simple shapes such 
as a polygons, sectors, annular sectors or ellipses, which can 
be described by mathematical expressions. The wavefronts in 

Figure 1. Sketch of the irregular subaperture stitching interferometry (ISSI) system.

Figure 2. Locally resolvable interferograms at different location in the irregular subaperture stitching interferometry (ISSI) system. The red 
solid line represents the aspheric wavefront generated by the partial null lens (PNL) and the blue solid line is the freeform surface (FS).

Meas. Sci. Technol. 31 (2020) 055202
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the shapes are easier to express by orthogonal polynomials, 
simplifying the figure  error reconstruction algorithm. For 
instance, figures 4(b) and (e) can be trimmed to figures 4(c) 
and (f) with ellipses and rectangles. Figure 4(g) displays the 
ultimate result of the subaperture partition.

The above processes cannot ensure that these trimmed sub-
apertures share overlaps or cover the whole test surface; how-
ever, these conditions are not necessary in our method. Even if 
overlaps exist, it is also not easy to describe their boundaries 
due to the various shapes of the adjacent irregular subapertures. 
The retrace error of each subaperture needs a correction, as 
well. The MSROR algorithm is employed here for retrace error 
correction and irregular subaperture stitching without overlaps.

2.2. Full aperture figure error reconstruction: MSROR  
algorithm

Based on system modeling with careful calibration and reverse 
optimization [19, 20, 22, 24], the full aperture figure error of the 
test part can be optimally solved by matching the wavefronts 

in the model to those in the experiment. If the system is mod-
eled consistently with the actual one, then the wavefront at the 
image plane in the model will also be the same as the exper-
imentally detected wavefront when the figure error of the test 
part in the model is the same as the actual one to be tested. 
This idea still works for the wavefronts of irregular subaper-
tures. Therefore, the multi-configuration model is established 
according to all the subaperture acquirement configurations. 
Setting the wavefronts of all subapertures detected from 
the actual system as targets and optimizing the full aperture 
figure error in the model, the figure error can be solved until 
each subaperture wavefront in the corresponding configura-
tion optimally matches the targets. The figure error of the FS 
in every configuration is changed synchronously, that is, the 
optimization is carried out on all the subapertures simultane-
ously in the model rather than each subaperture separately.

In the MSROR algorithm, to map the full aperture 
figure error and the wavefronts of the irregular subapertures 
uniquely, polynomials which are orthogonal in the concerned 
zones are used as

Figure 3. Subaperture partition to match locally resolvable interferogram with (a) circular subapertures, (b) annular subapertures and (c) 
irregular subapertures.

Figure 4. Irregular subaperture partition of locally resolvable interferograms. (a) and (d) are interferograms of a tested biconic surface, 
where the yellow arrows indicate the maximum variation directions of fringe frequency in certain areas. (b) and (d) are subapertures within 
the resolution; (c) and (f) are the trimmed subapertures of (b); (c) and (g) is the ultimate result of the subaperture partition.
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Efull ≈
M∑

i=1
BiZi, E∗

full ≈
M∑

i=1
B∗

i Zi,

Wsub|k ≈
N∑

j=1
Cj|kVj|k, W∗

sub|k ≈
N∑

j=1
C∗

j|kVj|k,
 (1)

where Efull represents for the full aperture figure error of the 
FS and E∗

full is the corresponding one in the model. Wsub|k is 
the detected wavefront of the kth subaperture, which can be 
extracted by the resolvable interferogram with a phase-shifting 
algorithm, and W∗

sub|k is the corresponding wavefront in the 
model. Zernike standard polynomials Zi (i = 1, 2, · · · , M) 
are used to describe the figure error, Vj|k ( j = 1, 2, · · · , N) are 
orthogonal polynomials for the expression of the kth subap-
erture wavefront, M and N are the total terms of the employed 
polynomials.Bi and Cj|k  are the corresponding coefficients of 
Zi and Vj|k for the actual system, while B∗

i  and C∗
j|k  are those 

for the model. The optical freeform surfaces are continuous 
and smooth, making it ideal to express their figure error with 
Zernike polynomials. The high-frequency parts of the surface 
deformation, which are generally referred to as ‘roughness’, 
is ignored during the polynomial fitting process and will not 
be discussed in this paper. Furthermore, the random error of 
interferograms can be suppressed by using polynomials to fit 
the subaperture wavefront.

Zernike annular polynomials have been employed to express 
the subaperture wavefront for non-null annular subaperture 
stitching in the SROR method [19]. However, they cannot be 
applied to other aperture shapes due to the non-orthogonality 
of the Zernike annular polynomials in non-annular zones. To 
describe the wavefronts of irregular subapertures, the orthog-
onal polynomials in the irregular zones should be found out. 
Although the Zernike standard polynomials lose their orthog-
onality in non-circular zones, they can still serve as a com-
plete basis for the calculation of the orthogonal polynomials 
Vj|k ( j = 1, 2, · · · , N) of arbitrary irregular zones as

Vj|k =
N∑

o=1

Tjo|kZo, (2)

where Tjo|k (o = 1, 2, · · · , N) represents the element of the 
conversion matrix and Zo is the oth Zernike standard polyno-
mial. The conversion matrix is related to the boundary and the 
position of the concerned subaperture. Since the shapes of the 
subapertures can be described by mathematical expressions, 
the conversion matrices of all the irregular subapertures are 
easy to get; the method has been described in detail in [25].

Setting B∗
i  as variables and Cj|k  as targets, we perform 

a raytracing of the system model after each round iterative 
optimization of B∗

i  according to an objective function, until 
C∗

j|k  of all the subapertures optimally matches Cj|k . Using the 
experimental subaperture wavefront, Cj|k  can be calculated by 
the least squares fitting techniques. In each configuration of 
the model, it is easy to obtain the wavefront on the detector 
by raytracing, thus C∗

j|k  can be solved using the subaperture 
wavefront in the model relying on the same method as Cj|k  and 
then updated after each round iteration. It should be noted that 

one configuration may have multiple subapertures, as shown 
in figures 4(b) and (e). The objective function is set as

O
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(3)

where B∗
i|o is the optimal solution of B∗

i  and K is the total 
number of the subapertures. Since the first four Zernike poly-
nomials are related to the misalignment error, they have no 
weight in the objective function. A damped least squares 
method is used to optimize the figure  error coefficients B∗

i  
in the iteration. After the optimization is completed, the 
figure error is solved as

Efull ≈ E∗
full ≈

M∑
i=1

B∗
i|oUi. (4)

In the MSROR process, the retrace error is corrected through 
reverse optimization with iterative raytracing based on system 
modeling. The above process can be summarized as




Efull = F
{

Wsub|1, Wsub|2, · · · , Wsub|K
}

, or


B∗
1

B∗
2

· · ·
B∗

M


 = F




[
C1|1, C2|1, · · · , CN|1

]
[

C1|2, C2|2, · · · , CN|2
]

· · ·[
C1|K , C2|K , · · · , CN|K

]




,

 (5)
where F represents the function relationship. From equation (5), 
it is seen that the MSROR algorithm is very similar to the pro-
cess in solving equations. The solution would remain correct as 
long as the regularity of equation (5) is not affected by a lack of 
data from the incomplete covering of the full aperture.

3. Numerical simulations

3.1. Full aperture figure error reconstruction

The ISSI method is carried out in a simulated freeform surface 
test for a biconic surface with a clear aperture of 30 mm. The 
nominal shape of the adopted test part is

z =
1

Rx
x2 + 1

Ry
y2

1 +
√

1 − (1 + kx)
x2

R2
x
− (1 + ky)

y2

R2
y

,

 (6)
where z is the sag of the surface, Rx = 242 mm and Ry = 238 
mm are the vertex radius in the x and y  direction, kx = −1.2 
and ky = −0.8 are the conic coefficients in the x and y  direc-
tion. The peak-to-valley (PV) value of the surface deformation 
is 1.296λ (λ  =  632.8 nm). A positive singlet lens is employed 
as the PNL, and table 1 details the parameters of the PNL. The 
non-null interferometer is modeled in a raytracing program 
according to these parameters, serving as the experimental 
system.
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Two positions are selected to capture interferograms, and 
each interferogram corresponds to two 90-degree sectorial 
subapertures according to the partition principles in sec-
tion 2.1, as shown in figure 5. The wavefront data (Wsub|k) of 
the subapertures can be easily extracted from interferograms. 
Fifteen orthogonal polynomials in each subaperture are calcu-
lated based on the first 15 standard Zernike polynomials, then 
the new polynomials are employed to fit the Wsub|k and the 
coefficients (Cj|k) are obtained.

Subsequently, another similar system model which has two 
configurations with dpf of 301.21 mm and 302.35 mm is set up 
to solve the figure error. The deformation of the test surface 
is expressed first by 15 Zernike standard polynomials, whose 
coefficients (B∗

i ) are set as variables with all the initial values 
of zero, and the subaperture wavefront coefficients (Cj|k) serve 
as the optimization targets. Then, the MSROR algorithm is 
implemented for the figure  error construction. After three 
rounds (about 6 min) of optimization, the objective function 
is less than 10−7, and then the B∗

i  is acquired. Figure 6(a) pre-
sents the figure error of the full aperture reconstructed through 
polynomial fitting, which is the same as the actual figure error 
shown in figure 6(b). Figure 6(c) illustrates the residual error 
in a magnitude of 10−8 λ, confirming the high accuracy of the 
ISSI method.

3.2. Error analysis

The above simulation is carried out in an ideal circumstance, 
but the reconstruction accuracy will decrease with the increase 
of various errors in actual tests. The errors can be considered 
as coming from two parts, one being the non-null interferom-
eter, and the other the subaperture stitching. The following 
will give an elaboration of these two sources of error, and their 
influence on reconstruction results will be analyzed based on 
the biconic surface simulation in section 3.1.

In non-null testing, the retrace error, interferometer system 
error, and fringe error always exist. The retrace error is cor-
rected by the MSROR algorithm based on system modeling, 
therefore the modeling error, which refers to inaccurate mod-
eling of the PNL and the freeform surface, directly influences 
the accuracy of the reconstructed figure error. With the help 
of commercial measurement instruments [26], the radius of 

Table 1. Parameters of the partial null lens (PNL).

Surface
Radius  
(mm)

Thickness 
(mm) Glass

Conic 
(unit)

1 89.148 10.65 K9 0
2 −50.678 0

Figure 5. Interferograms of full aperture and subapertures in the simulations.

Figure 6. Figure error and residual error in the simulations. (a) Figure error reconstructed with the irregular subaperture stitching 
interferometry (ISSI) method. (b) Actual figure error. (c) Residual error of (a).

Meas. Sci. Technol. 31 (2020) 055202
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curvature, refractive index, and thickness of the PNL can 
be better than  ±0.005%, ±10−5, and  ±5 µm, respectively. 
Moreover, since the PNL is a singlet lens, the figure error of 
each surface is better than 0.05λ (PV value). These uncer-
tainties result in a tiny transmission wavefront error, so the 
modeling error caused by the PNL is almost negligible. The 
modeling error of the freeform surface is due to position and 
location inconsistency with the experimental system, and cor-
rection of this error is discussed in [23]. The interferometer 
system error, which comes from the transmission and reflec-
tion wavefront error of each component, can be calibrated with 
a standard reflector in place of the test arm and removed. The 
major sources of the fringe error are interferogram random 
error and phase-shifting error. The random error, induced by 
airflow, temperature, humidity and the detector, obeys normal 
distribution:

f (x) =
1

σ
√

2π
exp

ñ
−(x − µ)

2

2σ2

ô
, (7)

where µ and σ are the average value and the standard devia-
tion of the error x, respectively, and f (x) is the probability 
density function. In simulations, the random error with µ = 0 
is added to the interferograms used in the phase-shifting 
algorithm. Moreover, a Gaussian filter is employed to sup-
press the random error. Figure 7(a) illustrates the relationship 
between the reconstruction residual error and σ; it is obvious 
that the root-mean-square (RMS) value and the PV value of 
the residual error increase with the rise of the random error. 
In a thermostatic super-clean lab, the σ can be easily con-
trolled below 0.05λ, and the influence of the random error is 
further reduced by low-pass filters, phase-shifting algorithms 
and polynomials fitting, thus the reconstruction residual error 
due to the random error is smaller than 0.01λ (PV value). The 
positioning accuracy of the PZT is about 5 nm; as a result, the 

reconstruction error generated by the phase-shifting error is 
about 0.001λ. To sum up, the total non-null testing error effect 
is in a magnitude of 10−2λ.

As for the subaperture stitching, the MSROR algorithm 
allows no subaperture overlaps and small data vacancy, which 
is different from the conventional stitching method. When 
the random error is ignored in simulations, the reconstruc-
tion residual error is in a magnitude of 10−8 λ regardless of 
the overlap region, and 10% data vacancy leads to an error 
with a magnitude of 10−7 λ. Then, a random error with µ = 0 
and σ = 0.06 is added in simulations, the results of which are 
plotted in figure 7(c); the angle of each sectorial subaperture is 
changed to achieve overlap or data vacancy. When the angle is 
larger than 90 degrees, different adjacent subaperture overlap 
ratios can be accomplished. The ratio reflects how much of 
the subaperture area is occupied by the overlapped region, 
which is marked by green in figure 7(c). Since a larger subap-
erture size results in better random error immunity, the recon-
struction accuracy improves as the overlap ratio increases. 
By reducing the angle, it can be calculated that the PV value 
of reconstruction residual error is better than 0.01λ when 
the data vacancy is 10%. Therefore, the overlap area is not 
necessary in the MSROR algorithm and small data vacancy 
is permissible, while the stitching data with overlap region, 
which means larger subaperture size, has a better performance 
in the case of the large random error. Note, that when the 
data vacancy is larger than 10%, the residual error increases 
sharply and it is hard to guarantee a successful figure  error 
recovery. The subaperture wavefront is expressed by orthog-
onal polynomials which depend on the irregular zone location 
and area, hence the reconstruction accuracy is very sensitive 
to the relative position and the size of the subapertures. A 5% 
position or aperture error between the actual subapertures 
and the model ones causes an error of 0.1λ (PV value). In 
addition, similar to the conventional stitching algorithm, an 

Figure 7. The effect of (a) random error and (c) subaperture overlapping region on the reconstruction accuracy. The point on the line is the 
average value of five simulation results, and the error bar is the standard deviation. The overlap ratio of adjacent subapertures and the ratio 
of data vacancy are marked by green and gold in (c). (b) is the residual error map for a representative simulation in (a) when σ is 0.1, and 
(d) is that in (c) when the angle of each sectorial subaperture is 150 degree.

Meas. Sci. Technol. 31 (2020) 055202
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excessive number of subapertures increases the computational 
complexity. When the number of subapertures is less than 20, 
there is no significant influence on the accuracy. In general, 
the error introduced by stitching is more complex than that of 
non-null testing system.

According to these analyses, reconstruction accuracy is 
between a magnitude of 10−1 λ and 10−2 λ, depending on the 
quality of stitching data. Data vacancy smaller than 10% and 
subapertures without overlaps are permissible. However, the 
errors may even couple with one another, making correction 
difficult and decreasing the reconstruction accuracy.

4. Experimental result

A biconic surface with an aperture of 20 mm was processed 
by a five-axis diamond turning lathe (Nanotech 350FG) to 
verify the practical feasibility of our method. The experiment 
layout is shown in figure 8; the nominal shape of the adopted 
test part and the PNL were consistent to those in section 3. 
The precision of the DMI is  ±0.5  ×  10−3 mm, with a mea-
surement range of 40 m. Four sectorial subapertures at two 
different positions were partitioned according to the previous 
principles. Since there is a machining error in the radius of 

Figure 8. Experiment layout.

Table 2. Specification of the subapertures.

Subaperture S1 S2 S3 S4

dpf (mm) 301.396 301.396 302.252 302.252
Sector zone (rad) [π/4, 3π/4] [−3π/4, −π/4] [3π/4, 5π/4] [−π/4, π/4]

Figure 9. Interferograms. (a) and (b) are the interferograms of the full aperture with dpf of 301.396 mm and 302.252 mm respectively;  
(c) and (d) are subapertures S1 and S2; (e) and (f) are subapertures S3 and S4.
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curvature, the positions have a tiny difference compared with 
the simulations. Table 2 lists the parameters of the subaper-
tures detected at different dpf; the corresponding interfero-
grams are shown in figure 9.

According to the practical setup, two configurations with 
dpf of 301.396 mm and 302.252 mm were modeled in a ray-
tracing program [19, 23]. In the model, the figure  error of 
the test surface was expressed first with 37 Zernike standard 
polynomials and the coefficients were set as variables to be 
optimized. To express the wavefronts in the subapertures, 37 
polynomial terms that were orthogonal in the sectorial zones 
were calculated based on Zernike standard polynomials [25]. 
In the MSROR algorithm, all these coefficients were set as 
targets in the model simultaneously, and the figure error coef-
ficients of the test part were iteratively optimized to make the 
wavefront coefficients of each subaperture in the model close 
to the targets. When the coefficients of each subaperture in the 
model matched well with those in the experiment, the vari-
ables were solved. Figure 10(a) illustrates the reconstructed 
figure error by polynomials fitting; the PV value and the RMS 
value are 1.006λ (λ  =  632.8 nm) and 0.153λ, respectively. In 
order to verify the results of our method, the biconic surface 
was measured with a coordinate measuring machine (CMM) 
(PRISMO 9/12/7 ultra, Carl Zeiss IMT GmbH). CMMs can 
achieve an absolute measurement of height, while the surface 
deformation is obtained by subtracting the nominal shape 
from the results. The method is different from interferometry, 
which uses interference fringes for relative measurement, so 
we use it as a contrastive experiment. A map of the figure error 
measured by the CMM is plotted in figure 10(b), where the 
PV value and the RMS value are 1.034λ and 0.234λ, respec-
tively. The sampling points in measurement are marked by 
black dots in figure 10(b) while other data are calculated by 
interpolation. The topography of figure 10(a) has a superior 
agreement with figure  10(b), confirming the practical feasi-
bility of the ISSI method. The deviation of PV values is less 
than 0.03λ, while the RMS value departure is less than 0.08λ. 
Since the interferometer has a better horizontal resolution, 
especially in the edge regions, some parts and the RMS value 
are a little different from the results of the CMM.

5. Conclusion

We proposed an ISSI with the MSROR algorithm which can 
solve the full aperture figure error simultaneously and better 
matches the locally resolvable interferograms for freeform 
surface measurement. The irregular subapertures are parti-
tioned according to specific principles and the subaperture 
wavefront is uniquely expressed using polynomials which are 
orthogonal in the concerned zones. A reverse iterative ray-
tracing process is employed to extract the figure error in form 
of Zernike standard polynomials from the subaperture wave-
front coefficients, thus no extra algorithms for retrace error 
correction and subaperture stitching are needed. The ISSI 
allows no subaperture overlaps and even small data vacancy in 
the non-complementary subapertures, which reduces the posi-
tion adjustment of the test part and ensures relatively simple 
system configuration without customized null optics. Time 
and cost are therefore saved in the method. Both numerical 
simulations and experimental results show that the measure-
ment accuracy is better than 0.05λ (PV value). However, it 
should be emphasized that the system model demands careful 
calibration and its accuracy has a great influence on the final 
measurement result. In addition, the measurement range of 
our method depends on the PNL. Thus, a series of PNLs will 
be designed and processed to measure freeform surfaces with 
larger degree of freedom in future work, and the measurement 
range will also be analyzed in detail.
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Figure 10. Testing results. (a) Reconstructed figure error with the ISSI method. (b) Figure error measured by coordinate measuring 
machine. The black dots in (b) are sampling points of the coordinate measuring machine (CMM) and other data is calculated by 
interpolation.
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