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Evaluation of Charged Defect Energy in Two-Dimensional
Semiconductors for Nanoelectronics: The WLZ
Extrapolation Method
Sha Xia, Dan Wang,* Nian-Ke Chen, Dong Han, Xian-Bin Li,* and Hong-Bo Sun

Defects play a central role in controlling the electronic properties of
two-dimensional (2D) materials and realizing the industrialization of 2D
electronics. However, the evaluation of charged defects in 2D materials within
first-principles calculation is very challenging and has triggered a recent
development of the WLZ (Wang, Li, Zhang) extrapolation method. This
method lays the foundation of the theoretical evaluation of energies of
charged defects in 2D materials within the first-principles framework. Herein,
the vital role of defects for advancing 2D electronics is discussed, followed by
an introduction of the fundamentals of the WLZ extrapolation method. The
ionization energies (IEs) obtained by this method for defects in various 2D
semiconductors are then reviewed and summarized. Finally, the unique defect
physics in 2D dimensions including the dielectric environment effects, defect
ionization process, and carrier transport mechanism captured with the WLZ
extrapolation method are presented. As an efficient and reasonable evaluation
of charged defects in 2D materials for nanoelectronics and other emerging
applications, this work can be of benefit to the community.

1. Introduction

The studies of two-dimensional (2D) materials and their
applications started from the work of producing graphene
via a mechanical exfoliation by Novoselov et al. in 2004.[1]
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Recently, the applications of 2D semi-
conductors go further and faster.[2–7] In
2014, a p–n junction diode based on the
electrostatically doped monolayer WSe2
was demonstrated for solar-energy con-
version and light emission.[8] This re-
sult indicates that 2D semiconductors
have great potential in optoelectronics.
More progress of 2D optoelectronics and
photonics is introduced in two recent
reviews.[9,10] In 2016, Desai et al.[11] fabri-
cated a 1-nm gate-length field effect tran-
sistor (FET) with high-electron mobility
and switching characteristics using car-
bon nanotube as gate andMoS2 as a chan-
nel. Therefore, 2D semiconductors are
also considered as next-generation chan-
nel materials for lower power and higher
integrated devices. In addition, 2D semi-
conductors, such as transitional metal
dichalcogenide (TMD), can be used as a

dielectric layer for memory due to their stable nonvolatile re-
sistance switching.[12–14] For example, Ge et al.[15] reported an
atomristor in TMD monolayers sandwiched between metal
electrodes in 2018. In fact, the development of neuromorphic
computing and nonvolatile flexible memory could be benefited
from the widespread application of 2D semiconductors. More
importantly, 2D semiconductors can possibly bring new hope
to extend Moore’s Law.[16] Generally, due to the decrease of
dimension, 2D semiconductors hold many novel and unique
physical/chemical properties,[17–21] which make them as compet-
itive candidates to replace traditional semiconductor materials.
However, the industrialization of electronic devices based on

2D semiconductors still has a long way to go. One of the key
matters is how to achieve reliable and stable n-/p-type conduc-
tivity to realize basic building blocks, such as p–n junction and
complementary metal–oxide–semiconductor units.[22] Though
defect in materials destroys the structural integrity, it could have
a positive impact on controlling its electrical and semiconductor
properties.[23] For example, defect causes the change of the band
gap, the change in the actual number of carriers, and the change
in the mobility, so that the material can exhibit n-type or p-type
conductivity.[24–26] Therefore, it is also a good method to employ
defects to control conductivity for 2D semiconductors. For exam-
ple, Cao et al.[27] realized a stable p-type conductivity in 2D WS2
by incorporating substituted nitrogen (N) atoms in the lattice in-
stead of charge transfer doping.[28] Figure 1a shows the nitrogen-
doped WS2 FET fabricated on a 2 in. SiO2/Si wafer as well as a
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schematic of the atomic model for the doped WS2. The synthesis
process is shown in Figure 1b where a WOxNy film is fabricated
by atomic layer deposition (ALD) and then a wafer-scale WS2
film is prepared by a further sulfurization of WOxNy film. In Fig-
ure 1c, X-ray photoelectron spectroscopy (XPS) spectra demon-
strate that nitrogen atoms are successfully doped into the WS2
films. Additionally, the manufactured WS2 back-gate FETs ex-
hibit an unambiguous p-type conductivity, as shown in Figure 1d.
Another two examples are the p–n heterojunction-based photo-
voltaic solar cells that were fabricated by intentionally or intrin-
sically doped 2D semiconductors in Wi et al.[29] (Figure 1e) and
Cho et al.’s work[30] (Figure 1f). Moreover, most recently, Momose
et al.[31] employed chemical vapor deposition technique to synthe-
size a p-typeMoS2 by doping phosphorus atom at S site. Figure 1g
shows a van der Pauw (vdP) device configuration with the p-type
sample, which holds a significantly enhanced conductivity (with
ohmic behavior) compared to the undoped MoS2 as shown in
Figure 1h.
To date, free carriers in semiconductors for most electronic

devices are supplied by intrinsic or extrinsic defects,[22,25] ne-
cessitating a sufficient understanding of defects. A theoretical
property prediction is crucial before utilizing charged defect for
technological implementations, as it is not practical, or at least
not economical, to experimentally curate and investigate every
kind of defect to identify the most desirable one. Usually, the
concentration of carriers ionized by one defect is evaluated by
calculating the formation energy and ionization energy (IE).[22]

Within the first-principles calculations framework, the periodic
boundary condition is invoked, resulting in long-range coulomb
interaction between a charged defect and its images, and conse-
quently an energy divergence. A homogeneous counter charge
(so-called jellium background) is introduced to neutralize the cell
and then to avoid the divergence.[32] This is a popular way to cal-
culate the charged defect energy in traditional three-dimensional
(3D) semiconductors.[24]

However, Wang et al.[33] found that applications of the jel-
lium method to charged defects in 2D semiconductors is not
as straightforward as the cases in 3D systems. Take boron ni-
tride (BN) as an example in Figure 2a; the formation energies of
two charged defects [C−

N (carbon-substituting nitrogen) and C+
B

(carbon-substituting boron)] in the cases of 2D and 3D BN are
calculated. With the increases in the dimension of the supercell
in the calculation (i.e., vacuum size Lz for 2D system and volu-
metric cube root V1/3 for 3D system), the formation energies of
the charged defect in 3D systems gradually converge to a fixed
value, whereas those in the 2D system is almost linearly diver-
gent, see Figure 2a.[33] In other words, the results in 2D mate-
rials are strongly dependent on the size of the used supercell,
which is definitely illogical from a physical point of view. The
veil behind the unphysical phenomenon is uncovered within the
schematic diagram of Figure 2b. Jellium charges uniformly dis-
tribute in the constructed supercell regardless of the dimension
of the system, which is similar to the ionized carriers in the
real situation for the 3D system but totally different from that
in the 2D system as the ionized carriers in real case are con-
fined in the 2D layer and cannot extend into the vacuum. Due
to the weak screening along the vacuum direction, such a distri-
bution leads to strong coulomb interaction between the charged
defects and the jellium, as a consequence, the energy of charged
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defects linearly diverges with increasing vacuum size in the 2D
system.[33]

Considerable efforts have been made to overcome the energy
divergence for charged defects in 2D semiconductors. Wang
et al.[33] developed an efficient scheme by deriving an analytic
expression of charged defect energy in a monolayer 2D system
as a function of lateral size and vacuum size, with which the
converged values can be achieved by doing extrapolation at finite
cell sizes. Here, we name the scheme WLZ (Wang, Li, Zhang)
method. Since 2D materials with certain thickness such as a
few layers or a monolayer on a substrate are much practical
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Figure 1. Examples of defect-controlling conductive type in 2D semiconductors for electronic devices. a–d) Stable p-type WS2 obtained by impurity
doping for wafer-level FET device:[27] a) photograph and optical microscopy images of the manufactured WS2 back-gate FETs on a 2 in. SiO2/Si wafer.
The schematic of atomicmodels for the undoped and nitrogen-dopedWS2 is also shown; b) synthetic schematic of wafer-scale and layer-controllableWS2
film on the basis of growth of WOxNy film by cycles of atomic layer deposition and then sulfuration; c) XPS spectra to identify W, S, and N elements in the
WS2 films; d) typical transfer characteristics with different W/L (channel width/channel length) for WS2 FETs. p–n Heterojunction-based photovoltaic
solar cell with 2D semiconductors: e) Schematic of PV devices with n/p-doped MoS2.

[29] f) A transparent solar cell with n-type MoS2/p-type WSe2
heterojunction.[30] g,h) A vdP device configuration with a p-type MoS2 with dopant, phosphorous.

[31]: g) Schematic illustration of a vdP structure with
Ag paste electrodes; h) I–V characteristics for the undoped and phosphorous-doped MoS2 film. a–d) Reproduced with permission.[27] Copyright 2017,
American Chemical Society. e) Reproduced with permission.[29] Copyright 2014, American Chemical Society. f) Reproduced with permission.[30] Copyright
2018, American Chemical Society. g,h) Reproduced under terms of the CC-BY licence.[31] Copyright 2018, The Authors, published by AIP Publishing.

in the device applications,[6,11,34–38] Wang et al.[39] further gen-
eralized the scheme to 2D systems of arbitrary cell geometry
and thickness. The WLZ method is a simple and model-free
approach to accurately and efficiently evaluate the formation
energy and IE of charged defects in 2D systems, which can
be readily invoked. Besides, drawing on the experience of the
routine calculation method for charged defects in 3D mate-
rials, which is based on the electrostatic energy difference of
a model charge in between isolated and periodic boundary
conditions, several correction methods for charged defects in
2D and quasi-2D systems have been proposed.[40–45] Since the
weak and highly anisotropic screening in 2D systems makes
the energy difference calculation much trickier, Sundararaman
et al.[46] and Wu et al.[47] unambiguously define an anisotropic
dielectric profile, which can be directly derived from regularized
density-functional-theory electrostatic potentials, to solve the
problem.[46,47]

In this work, we focus on the development of the WLZ ex-
trapolation method and review its application in various defect
research in 2D materials. The WLZ formalism for charged de-
fects in monolayer and non-monolayer 2D materials is first ad-
dressed, displaying its plausibility and feasibility. Then various
defect studies in 2Dmaterials in which IE is calculated within the
WLZmethod are reviewed, showing the physical pictures uncov-
ered with the calculation method, particularly the defect-level po-
sition and its response to surrounding dielectric environments,
and unique defect ionization process and its impact on carrier
transport. Finally, the review is concluded with an outlook for
the potential direction in 2D defect physics. This present review
should be useful for researchers to quickly master an efficient
tool to evaluate charged defects in 2D materials for the applica-
tions in nanoelectronics.
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Figure 2. a) Calculated formation energy of charged C−
N and C+

B in 2D BN and 3D BN. Insets illustrate the structure at the vicinity of the defects of
BN. Pink, blue, and gray balls represent B, N, and C atoms, respectively. b) Schematic of carrier distribution in real defect ionization and jellium charge
distribution in jellium approach of 3D and 2D materials. a) Reproduced with permission.[33] Copyright 2015, American Physical Society. b) Reproduced
with permission.[22] Copyright 2017, Elsevier.

2. Energy Prediction of Charged Defects by the
WLZ Extrapolation Method

2.1. Fundamentals of Formation Energy of Defects

Under the jellium approach, the formation energy of defect d
with charge q can be expressed as[48,49]

ΔHf (q, d) = E(q, d) − E(host) +
∑
i

ni𝜇i + q(𝜀VBM + 𝜀F)

= ΔE(q, d) +
∑
i

ni𝜇i + q(𝜀VBM + 𝜀F)
(1)

where E(q,d) and E(host) are the total energy of the system with
and without defect d, and ΔE(q,d) is the corresponding energy
difference, ni is the number of atomic species iwith chemical po-
tentials 𝜇i exchanged when the defect is formed. 𝜖F is the Fermi
energy relative to the valence band maximum (VBM) of the host
material 𝜖VBM. The defect transition level 𝜖(q/qʹ) is defined as the
Fermi energy at which two different charge states (q and qʹ) of
the same defect d have the same formation energy, that is, ΔHf
(q,d) = ΔHf (qʹ,d), So,

𝜀(q∕q′) + 𝜀VBM = [ΔE(q, d) − ΔE(q′, d)]∕(q′ − q) (2)

Using Equation (1) and (2), we can get that ΔHf (q, d) =
ΔHf (q = 0, d) + q[𝜀F − 𝜀(q∕0)]. Note that the formation energy of
neutral defect ΔHf(q = 0,d) can be easily obtained without any
corrections in the first-principles calculation, meaning that de-
fect transition energy 𝜖(q/0) has the same divergence with the
formation energy of charged defect ΔHf(q,d). What is more, cal-
culating 𝜖(q/qʹ) is identical to calculating the IE as IE is the energy
difference between 𝜖(q/qʹ) and corresponding band edges (VBM
for acceptors and conduction bandminimum [CBM] for donors).

IE denotes the energy required to excite the electrons/holes from
defect levels to band edges to free carriers.[25] According to Boltz-
mann statistics, the greater the IE, the more difficult it is for the
defects to be ionized, and vice versa. The transition level and IE
must not diverge with cell size as both are quantities with a clear
physical meaning.

2.2. The WLZ Method for Charged Defects in Monolayer
2D Materials

Wang et al. used classical electrostatics to understand the energy
divergence of the charged defect with cell sizes as mentioned
earlier.[33] In the limit of vacuum size Lz approaching infinity at
fixed lateral size Ls (=Lx = Ly), namely Lz >> Ls, the system can
be considered as a continuum charged plane in a uniform jel-
lium charge background. The electrostatic energy of the system is
dominated by the interaction between them and is demonstrated
to be

Etot =
q2

24 sin 𝜃L2s 𝜀0
Lz =

𝛽′Lz
L2s

(
=

q2

24S𝜀0
Lz =

𝛽Lz
S

)
(3)

where S is the area of the 2D slab and 𝜃 is the angle between Lx
and Ly (Lx = Ly for current case).
The Lz dependence well explains the linear divergence of the

formation energy of a charged defect with increasing Lz. The
slope of the divergent formation energy agrees well with that
in the electrostatic model, that is, 𝛽

S
. In addition, another Lz-

independent term 𝛼√
S
is invoked to correct the nonuniformity

of the planar charge for real systems, where 𝛼 is the Madelung
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constant.[50] The cell-size-dependent IE(S, Lz)for the defect is,
therefore, in the asymptotic form

IE(S, Lz) = IE0 +
𝛼√
S
+
(
𝛽

S

)
Lz (4)

where IE0 is the true, size-independent IE.
To be more rigorous, they also obtained Equation (4) by ex-

panding IE(Ls, Lz) in a power series of Ls(=Lx = Ly) and Lz,

IE(Ls, Lz) =
∑∞

i,j=−∞ ci,jL
i
sL

j
z, and then removing irrelevant coeffi-

cients through taking three physical limits: 1) Lz → ∞ at fixed Ls;
2) Ls → ∞ at fixed Lz; and 3) Ls = Lz → ∞, for all of which the
cell-size dependence of the electrostatic energy can be derived.
The resultant power expansion is reduced to

IE(Ls, Lz) =
1
Lz

{
t ln(Lx) + c′0,−1 +

c′−1,−1
Lx

+⋯
}

+
(
c−1,0
Ls

+ IE0

)
+ Lz

c−2,1
L2s

(5)

By maintaining Lz >> Ls, the first term can be ignored and
then the expression arrives at Equation (4), namely

IE(Ls, Lz) =
(
c−1,0
LS

+ IE0

)
+ Lz

(
c−2,1
L2s

)
= IE0 +

𝛼√
S
+

𝛽Lz
S

(6)

The result obtainedwith themethod is in good agreement with
the additional benchmark calculation where the converged en-
ergy is achieved by extrapolating the linear dependence of the di-
vergent energy on 1∕L to L → ∞with super large L= Lx = Ly = Lz.
Apart from the accuracy of the method, the efficiency has also
been demonstrated as the unknown parameter 𝛼 is proved to be
mainly dependent on the geometry of the 2D materials, but not
on the specific defect.

2.3. The Updated WLZ Method for 2D Materials with
Arbitrary Thickness

2D materials are highly sensitive to external environments,
whichmakes engineering the dielectric surroundings a powerful
way tomodify their properties and the performance of the devices
based on them.[7,51,52] It has been experimentally reported that us-
ing high-k substrate such as HfO2 can enhance the mobility of
the MoS2 transistor.

[53] On the other hand, 2D materials are usu-
ally not free-standing during the processes ofmaterial growth, ex-
perimental characterization, property measurement, and device
fabrication. So, a critical point to the advancement of the 2D mi-
croelectronics is the abundant understanding of charged defects
in 2D systemswith certain thickness such as few-layer 2D and 2D
material on a substrate. However, straightforwardly applying the
monolayer formalism above to thicker 2D systems would require
large enough vacuum size, making the calculations laborious.
To address the issue, Wang et al.[39] further derived a gen-

eral formalism for charged defects in 2D systems with arbi-
trary thickness. Starting with the power expansion of IE(Lx, Lz) =

∑∞
i,j=−∞ ci,jL

i
xL

j
z, they revisited the first physical limit of Lz → ∞

at fixed Lx(Ly = 𝛾Lx) in which the system can be regarded as a
charged slab with area S = Lx × Ly × sin 𝜃 = 𝛾Lx

2 sin 𝜃 and thick-
ness 2d0 immersed in jellium background charges. In this case,
the total electrostatic energy is

Etotal =
q2

24𝛾L2x𝜀0 sin 𝜃

[
(Lz − 4d0) − 2d0

(
1 − 1

𝜀⊥

)]

+
q2d30

3𝛾L2x𝜀0 sin 𝜃

(
1
𝜀⊥

− 1
)

1
L2z

+
q2d20

4𝛾L2x𝜀0 sin 𝜃

(
2 − 4

3𝜀⊥

)
1
Lz

(7)

where 𝜖0 is the vacuum dielectric constant and 𝜀⊥ is the out-of-
plane relative dielectric constant of the 2D material. The energy
now depends on L−2z , L−1z , L0z, and L1z, of which the former two
contribute more with increasing slab thickness (2d0). This ten-
dency has also been validated by their calculations on the IE of
TeP (one Te atom substituting one P atom) in monolayer, bilayer,
and trilayer black phosphorus (BP) as shown in Figure 3a.[39] Ob-
viously, the contribution of terms L−2z and L−1z to IE follows the
sequence of trilayer > bilayer >monolayer at smaller Lz whereas
the L1z dominates the energy in larger Lz for all three cases. Keep-
ing all the terms of which the divergence is not slower than L−2z
and L−2x , the reduced power expansion of IE(Lx, Lz) is

IE(Lx,Lz) =
c0,−2
L2z

+
c(Lx)
Lz

+
(
c−2,0
L2x

+
c−1,0
Lx

+ IE0

)
+ Lz

(
c−2,1
L2x

)

(8)

where c(Lx) = t ln(Lx) + c′0,−1 +
c′−1,−1
Lx

.

They proposed two methods to get IE0 since it is tricky to di-
rectly fit all parameters in Equation (8). For the first one, they

defined IE(Lx, Lz) as

IE(Lx, Lz) = IE(Lx, Lz) −
c0,−2
L2z

−
c(Lx)
Lz

− Lz

(
c−2,1
L2x

)

=
c−2,0
L2x

+
c−1,0
Lx

+ IE0

(9)

The right hand of the equation contains IE0,
1
Lx
, and 1

L2
x

, play-

ing the same role with the term L0z, which therefore can be ob-
tained by fitting IE(Lx,Lz) as a function of L

n
z (n ∈ [−2, 1]) at fixed

Lx. For different Lx, the value is definitely different, as shown in

Figure 3b, enabling one to get IE0 by extrapolating IE(Lx, Lz) at
the diverse Lx back to 1∕Lx → 0.
To further reduce the computational cost, they came up with

the second way where the L−2z and L−1z are both ignored at finite
Lz and then Equation (8) changes to

IE
(
Lx, Lz

)
=

c−2,0
L2x

+
c−1,0
Lx

+ IE0 + Lz

(
c−2,1
L2x

)
(10)

with c−2,0 =
q2

24𝛾𝜀0 sin 𝜃
[−4d0 − 2d0(1 −

1
𝜀⊥
)] and c−2,1 =

q2

24𝛾𝜀0 sin 𝜃
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Figure 3. a) IE (Lx, Lz) of TeP in monolayer (ML), bilayer (2L), and trilayer (3L) BP, respectively. The converged ionization energy of TeP in ML, 2L, and
3L BP, in panel (b), by method 1 and in panel (c), by method 2. The blue, orange, and green arrows represent the real ionization energy IE0s in ML, 2L,
and 3L, respectively. a–c) Reproduced with permission.[39] Copyright 2017, American Physical Society.

Then one can get IE0(L
T
z ) as a function of L

T
z (at which the L

−2
z

and L−1z are neglected) and true IE0 is the intercept of IE0(L
T
z ) at

LTz → ∞. Figure 3c shows the IE0(L
T
z ) of TeP in monolayer, bi-

layer, and trilayer BP. It can be evidently seen that the slope be-
comes steeper with increasing layer number, which once again
indicates the more and more contribution from terms L−2z and
L−1z for thicker and thicker 2D systems. The true IE0s in method
2 are well consistent with that in method 1, with an energy toler-
ance of 30–40 meV. Overall, the WLZ method makes it possible
to reliably predict defect energies and transition levels in 2D ma-
terials, and Equation (4) is suitable for monolayer systems and
Equation (9) and (10) are recommended for multilayer or mono-
layer on a substrate.

3. Applications of the WLZ Method: Defect Physics
in Various 2D Materials

The WLZ method enables the community to reliably calculate
IEs of defects in any 2D materials, making it is possible to ex-
plore the defect physics in low dimension. Next, we will review
recent advances in defect studies for popular 2D materials (in-
cluding BN, MoS2, BP, and InSe) where the WLZ method is
adopted to obtain convergent energies and highlight the unique
physical pictures induced by the dimensionality reduction. Note
that the WLZmethod applies to any functionals. It is well known
that density functional theory underestimates band gap[54] and
themany-body perturbation theory is demonstrated to be reliable
in predicting band gap.[55] Hence, the choice of functional would
significantly affect the evaluation of defect IE[45,47,56] as it is the
energy distance between the defect transition level and the band
edge.

3.1. Defect Ionization Energies in Popular 2D Materials

IE is an extremely important quantity for 2D materials in mul-
tiple technological applications. It determines the ability of one

Figure 4. Stable charge states and transition levels of donors (CB, VN) and
acceptors (CN, VB) in monolayer BN. Data taken from Ref. [33].

defect to supply carriers and requires being small for ideal con-
ductivity in electronics. On the contrary, quantum defects seek
large IE to preclude resonance of the defect levels with bulk band
edges for long coherence time. The fast development of 2Dmate-
rials in electronics and quantum technologies has promoted the
theoretical prediction of IE of various defects in 2Dmaterials. For
example, Wang et al.[33] studied the transition level of CB, CN, VB
(boron vacancy), and VN (N vacancy) inmonolayer hexagonal BN,
as shown in Figure 4. CB and VN are donors with transition levels
ɛ(+1/0) being ɛCBM − 2.03 eV and ɛCBM − 2.50 eV, and CN and VB
are acceptors with transition levels ɛ(0/−1) being ɛVBM + 1.86 eV
and ɛVBM + 1.44 eV, respectively. The deep characteristic of the
defects implies the weak ability to ionize carriers. However, the
ability is significantly increased in 3D cubic BNwith IE of 0.00 eV
for CB, 0.36 eV for VN, 0.18 eV for CN, and 0.37 eV for VB.
The more popular 2D materials used as the channel mate-

rial in electronic devices, such as the FET, are the transition
metal dichalcogenide (especiallyMoS2) andBP.

[6,7,57–60] MoS2 nat-
urally shows n-type electrical conductivity without intentional
doping[30,53,61,62] and the origin is usually assigned as the most
often observed VS (sulfur vacancy). Wang et al.

[63] calculated the
formation energies of six native defects in charge states of (2−),
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Figure 5. Formation energies of native defects in monolayer MoS2. a) VS, b) V2S (double S vacancy), c) VMo (Mo vacancy), d) MoS (antisite, one Mo
substituting one S atom), and e) Mo2S (one Mo substituting two S atoms), and f) SMo (antisite, one S substituting one Mo atom). (a–f) Reproduced
under terms of the CC-BY licence.[63] Copyright 2019. The Authors, published by Springer Nature.

(1−), (0), (1), and (2) as shown in Figure 5. VS, V2S, MoS, andMo2S
have lower formation energies underMo-rich condition, whereas
VMo and SMo have lower formation energies under S-rich condi-
tion. VS has the lowest energy among all the native defects that
agree with the experimental observation.[64,65] The stable charge
states of VS, V2S, and SMo are found to be (0) and (1−) and those of
VMo, Mo2S, and MoS are (1+), (0), and (1−), when the Fermi level
is inside the band gap. The most likely charge-state transition is
from (0) to (1−) for acceptors VS, V2S, SMo, and VMo with corre-
sponding IEs being 1.55, 1.45, 1.22, and 1.04 eV, and from (0) to
(+1) for donors MoS andMo2S with respective IEs being 1.24 and
1.44 eV. Obviously, VS is a deep acceptor, which means that it is
not the source of the n-type conductivity of MoS2. Neither are the
donor-type native defects, MoS, and Mo2S, due to their deep lev-
els. Another possibility for the natural n-type conductivity is Re
impurity that is often contained in MoS2 sample. They reported
that though ReMo (one Re atom substituting one Mo atom) has

a deep level at 0.45 eV below the CBM, it still can greatly con-
tribute to the n-type conductivity via the charged-defect-bound
carriers instead of the free carriers as in 3D materials. The
details would be discussed in Section 3.3 for the Re-bound
carriers.
The problem of doping asymmetry not only exists in MoS2 but

also spreads to BP, for which p-type conductivity can be obtained
rather easily than n-type.[6,7,66–68] To explore the n-type doping pos-
sibility of BP,Wang et al.[39] studied the native defects (vacancy VP
and interstitial Pi) and group-VI element substitution (O, S, Se,
and Te) in monolayer BP. Figure 6 shows the optimized atomic
structure and the formation energies of the defects. Neutral VP
and Pi have larger formation energies with considerable atomic
distortion. They are both acceptors with transition level being
ɛVBM + 0.36 eV and ɛVBM + 0.48 eV, respectively. For the group-
VI elements O, S, Se, and Te, they form two bonds with adjacent
P atoms in the bottom layer, leaving one dangling bond of the P
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Figure 6. a–f) Atomic configuration and g) formation energies of native defects VP and Pi and substitutional defects OP, SP, SeP, and TeP in monolayer
BP. The Fermi level ranges from VBM (set to zero) to CBM (equals to the bandgap, 0.91 eV). a–g) Reproduced with permission.[39] Copyright 2017,
American Physical Society.

atom in the top layer and therefore are all donors. Among them,
OP has the lowest neutral formation energy of−0.72 eV. It means
O is incredibly easy to be doped in BP, which is in line with the
high sensitivity of BP to air. The donor levels of SP, SeP, and TeP
are within the band gap, being 0.74, 0.69, and 0.67 eV below the
CBM whereas that of OP is outside the band gap, 0.11 eV below
the VBM. Hence, the best candidate for n-type doping is TeP with
IE of 0.67 eV. Though it is too deep to supply enough carriers at
room temperature, their subsequent calculations show that the
IE decreases by half (to 0.33 eV) in trilayer BP due to the increased
screening. More discussions about the dielectric screening effect
on defects in 2D materials can be found in Section 3.2.
Apart from MoS2 and BP, 2D InSe has recently sparked great

interest in the scientific community as the devices based on it
display higher carrier mobility than MoS2

[69,70] and stronger sta-
bility than BP.[70–73] Wang et al.[74] conducted a systematic eval-
uation on the properties of native defects (vacancy VIn and VSe)
and substitutional dopants (XIn, X = Zn, Cd, Hg, Ge, Sn, and Pb
and XSe, X = As, Sb, Bi, Cl, Br, and I) in monolayer InSe. Figure
7a–d show the band structure of ZnIn, GeIn, AsSe, and ClSe (as rep-
resentatives for respective group-IIB, group-IVA, group-VA, and
group-VIIA elements as the same group elements have similar
electronic structure). For ZnIn and AsSe, one occupied spin-up
state denoted by 1 and one unoccupied spin-down state denoted
by 2 are induced in the band gap. The states are close to VBM and
far from CBM. It is much easier for state 2 to accept one electron
from VBM than state 1 to donate one electron to CBM. So, ZnIn
and AsSe are acceptors. Likewise, GeIn is a donor. For ClSe, the ex-
cess electron of Cl than Se resides in the CBM, implying a shal-
lower nature. The impurity states mainly come from the dopant
elements and surrounding host atoms as shown in Figure 7e–h.

The carrier type and density can be qualitatively determined
from the above single-particle electronic structures, but the quan-
titative evaluation needs the calculations of IE. Figure 7i–l shows
the formation energies of the defects in neutral and charged
states (+1 for donors and−1 for acceptors) as a function of Fermi
energy varying from VBM to CBM and atomic chemical poten-
tial depending on the growth conditions of the sample materials,
such as In-rich conditions or Se-rich conditions. The In-related
defects (VIn and XIn) and Se-related defects (VSe and XSe) are
likely to be formed under Se-rich conditions and In-rich condi-
tions, respectively. VSe is an electronically inactive defect as there
is only one stable state (0) and no charge state transition when
the Fermi level is within the bandgap. VIn is a deep acceptor
with transition level being 0.74 eV above the VBM. The extrin-
sic dopants, XIn (X = Zn, Cd, and Hg), XSe (X = As, Sb, and Bi),
XIn (X = Ge, Sn, and Pb), and XSe (X = Cl, Br, and I) are all deep
acceptors or donors with IE in the range of 0.41–0.84 eV. It should
be noted that the Kohn–Sham levels often fail to capture the de-
fect nature. Taking XSe (X = Cl, Br, and I) as examples, the band
structure of Figure 7d shows they are extremely shallow donors.
However, their IEs are found to be as large as 0.46, 0.47, and
0.51 eV, demonstrating the necessity of IE calculation for defect
evaluation.

3.2. Dielectric Screening Effect on Defect in 2D Materials

Defects in 2D materials are usually deep,[33,51,75] causing trou-
bles to achieve desired free carriers[76] and then limiting their
application in electronic devices. The deep nature originates
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Figure 7. The spin-polarized band structures and the charge density distributions of a,e) ZnIn, b,f) GeIn, c,g) AsSe, and d,h) ClSe as respective represen-
tatives for group-IIB, group-IVA, group-VA, and group-VIIA dopants. The dashed circles in the charge density distribution maps denote the positions of
the defects. The converged formation energies as a function of the Fermi level for all the defects under i,k) In-rich conditions and j,l) Se-rich conditions.
a–l) Reproduced with permission.[74] Copyright 2017, The Royal Society of Chemistry.

from the weak screening in 2D materials, which leaves the
charged defect alone and close to a bare charge. As a result,
the charged formation energy and IE (defined as the energy dif-
ference between charged and neutral formation energies) are
both increased substantially. What one can get from this is
that modification of the dielectric environments surrounding
the 2D materials would have a profound effect on the defect
properties.[77]

Asmentioned above, TeP has a deep IE of 0.67 eV inmonolayer
BP. By increasing the layer number, Wang et al.[39] found that the
IE decreases to 0.47 eV in bilayer BP and further to 0.33 eV in
trilayer BP, as shown in Figure 8a. This tendency is further evi-
denced by the increasingly more delocalized charge density dis-
tribution of the defect level as shown in Figure 8b. The spatial
charge distribution in X and Y direction (in the plane) signifi-
cantly reduces at Te site but increases at the tail region far away
from Te site. In the Z direction perpendicular to the plane, the
charges extend into the second atomic layer for the bilayer and
the trilayer BP, which also can be seen from the charge plot in
the inset of Figure 8a. The variation of the charge density distri-
bution is more from monolayer to the bilayer BP, agreeing well
with the IE reduction tendency.
The dielectric environment effects on defect were reported in

MoS2 as well. Using the WLZ method, Ma et al.[78] calculated the
IEs of XS (X = Cl, Br, and I) in free-standing MoS2 and MoS2
with substrates (SiO2 and Al2O3), as shown in Figure 9. Two in-

equivalent doping sites are considered, namely the outer-layer
and inner-layer sites, which mean that the substitution doping
happens in the S atomic layer exposed into the vacuum and the
substrates, respectively. It is shown that the IEs decrease from
MoS2 to MoS2/SiO2 and further to MoS2/Al2O3 as a result of in-
creased screening, demonstrating a valid route to tune defect IE
by substrate engineering. Specifically, the IE of IS decreased from
0.63 eV in free-standing MoS2 to 0.39 eV in MoS2/SiO2 and fur-
ther to 0.17 eV in MoS2/Al2O3 for the inner-layer doping sites.
For the outer-layer doping site, the IE of IS increased to 0.39 eV
in MoS2/Al2O3. This can be understood as the outer-layer dop-
ing site is farther from Al2O3 and then captures weaker screen-
ing. The different screening effects for inner-doping and outer-
doping sites can also be described by the charge density spatial
distribution of the defect level, as shown in Figure 9b. The charge
density for the outer-layer doping site is more localized than that
for the inner-layer one.
The results of the dielectric screening effects on defects in

2D materials open up new possibilities in the field of defect
engineering for device design. On the other hand, the dielec-
tric surroundings are very vital for 2D materials that are of-
ten not free-standing in most practical applications. So, a suf-
ficient understanding of the screening effects is imperative for
the development of 2D electronics. On the other hand, the
WLZ method can help to capture this critical physics in 2D
materials.
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Figure 8. a) Converged ionization energy of TeP in monolayer, bilayer, and trilayer BP. Insets show the charge contour plots of the donor level of TeP. b)
The non-averaged linear charge density of the defect level of TeP along with the in-plane and out-of-plane directions in monolayer, bilayer, and trilayer
BP, respectively. The vertical black solid line represents the position of the Te impurity. a,b) Reproduced with permission.[39] Copyright 2017, American
Physical Society.

3.3. Unique Defect Ionization Picture and Carrier Transport in 2D
Materials

Though the defects are found to be deep in 2D materials from
the theoretical point of view, a certain extent of n-type or p-type
conductivity has been experimentally observed.[53,79–82] The dis-
crepancy can be addressed with the unique defect ionization pro-
cess and carrier transport mechanism in 2D materials that are
reported by Wang et al.[63] with the WLZ method. Due to the
quantum confinement and reduced screening in 2D materials,
when the electron or hole on defect level is ionized to the band
edges, it is still bound by the positively or negatively charged de-
fect, and extra energy is required to overcome the binding energy
and then truly free the carriers. This means that IE in 2D is com-
posed of two parts, one of which (IE1) is used for exciting the car-
rier to the defect-bound-band-edge (DBBE) states and the other of
which (Edb) is the coulomb-binding energy between the charged
defects and the ionized carriers, namely, IE= IE1+ Edb. TheDBBE
states are demonstrated to become localized with increased Edb
for various defects in MoS2. Importantly, the DBBE states can be
a special way for carrier transport. Figure 10a,b shows the band
structure of MoS2 and Re-doped MoS2. The extra electron of Re
spontaneously occupies the CBM, forming the DBBE state and

meaning IE1 = 0 eV. Recalling the large IE of 0.45 eV of ReMo in
monolayer MoS2 mentioned above, then the Edb = IE0 = 0.45 eV.
The wavefunction of the DBBE state tends to overlap, as shown
in Figure 10c,d, which can facilitate carrier transport. Moreover,
the overlap can be strengthened by increasing the surrounding
screening such as substrates. Therefore, the experimental con-
ductivity measurement of doped MoS2 could be, as a matter of
fact, a special case of DBBE-state transport.

4. Conclusions and Outlooks

In summary, the fundamentals of theWLZ extrapolationmethod
and its important role in evaluating the charged defects in 2D
materials and revealing the associated defect physics in 2D
dimensions have been reviewed in this work. The WLZ method
distinguishes itself by featuring no empirical parameters and
applies to any functionals. Particularly, the IE of various defects
in popular 2D materials obtained with the WLZ scheme, the
dielectric screening effects on charged defects, together with the
identification of defect-bound-band-edge states and their sig-
nificant influences on the defect ionization process and carrier
transport mechanism are highlighted. This review advances the
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Figure 9. a) Calculated IEs for the XS (X = Cl, Br, I) in free-standing MoS2, MoS2/SiO2, and MoS2/Al2O3. Top for inner-layer doping sites and bottom
for outer-layer doping sites. Inset shows the IE positions of the inner-layer IS within the band gap. b) The charge density for IS in the free-standing MoS2,
MoS2/Al2O3 with inner-layer and outer-layer doping sites. The light purple, yellow, light blue, red, and purple balls denote Mo, S, Al, O, and I atoms,
respectively. The green surface indicates the dopant charge. Dashed circles represent the positions of the dopant I. a,b) Reproduced with permission.[78]

Copyright 2017, American Physical Society.

Figure 10. Band structure of a) perfect and b) Re-doped monolayer MoS2 with a defect density of ≈1013 cm−2. The spatial distribution of the charged
defect bound band c) and its corresponding linear charge density d). Dashed circles represent the defect locations. The isosurface in panel (c) is
3 × 10−4 e/a0

−3, where a0 is the Bohr radius. a–d) Reproduced under terms of the CC-BY licence.[63] Copyright 2019. The Authors, published by Springer
Nature.
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understanding of 2D defect physics. Though the high level of
interest in defects of 2D materials, combined with the develop-
ment of computational method, has led to an outburst of defect
studies and then rapid progress in this field over the past years,
the defect evaluation for promoting the industrial evolution of
2D nanoelectronics is still facing challenges. The subsequent re-
search on the following several topics would be useful: 1) further
development of evaluation method toward huge savings in com-
putational cost especially for the multilayer, heterostructure, and
complex systems with various dielectric environments; 2) the ex-
ploration of how the defect energies respond to the theory level;
and 3) the construction of database of defect properties by high-
throughput calculations. Finally, the semiconductor companies,
such as Taiwan Semiconductor Manufacturing Company, have
started to consider the possibility of 2D materials for integrated
circuit manufacturing to extend Moore’s law;[16] we expect the
WLZ extrapolation method can help to analyze defect physics for
various 2D materials in time to the semiconductor community.
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