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ABSTRACT In view of the urgent need for high-resolution and high-precision infrared image data for
geological environmental monitoring, we have developed a lightweight optical butting infrared imaging
system for unmanned aerial vehicles (UAVs) to obtain infrared image data. In this paper, we proposed a
robust mosaicking method combination of as-projective-as-possible warps and similarity transformation,
which uses multiple images to generate a wide viewing field panorama. It is developed based on an analysis
of projective transformation and similarity transformation. The proposed method simultaneously takes
into consideration the flexibility of alignment and the preservation of image shapes. On the overlapping
regions, it performs as-projective-as-possible warps. On the non-overlapping regions, it gradually becomes
a similarity warp. The results show that the proposed method weakens the ‘‘ghosting,’’ shape distortion, and
area distortion.

INDEX TERMS Image mosaicking, non-linear distortion correction, trapezoidal distortion correction,
UAVs.

I. INTRODUCTION
In view of the urgent need for high-resolution and high-
precision infrared image data for geological environmen-
tal monitoring (geological hazards, groundwater and mine
resources), multi-rotor UAVs (Unmanned Aerial Vehicles)
[1]–[4] airborne infrared imaging system has become a prac-
tical solution. In recent years, UAVs photoelectric imaging
system has attracted wide attention with its advantages of
high real-time and flexibility. Especially, low-altitude flight
of small and medium-sized multi-rotor UAVs can achieve
high-resolution imaging with low cost, low risk and short
development cycle. It has been widely used in vegetation
forest research [5], fine agriculture [6], three-dimensional
reconstruction [7], field search and rescue [8], disaster inves-
tigation [9] and other civil fields.

The associate editor coordinating the review of this manuscript and
approving it for publication was Lefei Zhang.

A single image from a UAV mounted camera only covers
a limited area. In many applications, it is necessary to stitch
hundreds or even thousands of images together to create a
panorama that can provide good overall situational aware-
ness [10]–[12]. In the past two decades, image mosaick-
ing [13]–[16] has been applied in solving practical problems
in different fields, such as deep space exploration [17]–[20],
virtual reality [21], motion analysis [22], satellite remote
sensing image processing [23]–[25] and so on. The image
mosaicking algorithms represented by AutoStitch1 [26] and
Microsoft’s ICE (Image Compositing Editor2) are quite
mature. These algorithms require that the input image must
satisfy the following assumptions: the actual scene corre-
sponding to the overlapping area can ignore the change in
depth direction. If this assumption is not satisfied, there

1http://matthewalunbrown.com/autostitch/autostitch.html
2https://www.microsoft.com/en-us/research/product/computational-

photography-applications/image-composite-editor/
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will be yielding misalignment artifacts or ‘‘ghosting’’ in the
results due to the parallax problem. Existing techniques use
a single global homography per image to perform the align-
ment. Obviously, a single global homography matrix cannot
solve the parallax problem. Gao et al. [27] demonstrated how
to use DHW (Dual-HomographyWarping) to align images of
panoramic scenes containing a dominant distant and ground
plane. The algorithm has a good effect on the scene mosaic,
which can be clearly divided into two predominate planes:
a distant back plane and a ground plane. But it is difficult to
extend to any scene to achieve seamless mosaic, and requires
manual intervention and post-processing. Zaragoza et al. [28]
proposes APAP (As-Projective-As-Possible) warps for image
stitching, divides the frame into many cells, and calcu-
lates the projective transformation model for each cell using
SIFT (Scale Invariant Feature Transform) features [29], [30].
Depending on these projective transformation models, each
cell is aligned with the reference frame based on a local
warping process. The multi-cell alignment strategy partially
solves the problem that the different projections exist in the
different image regions. However, the transformation used in
the non-overlapping region of the algorithm is approximately
in the global projection transformation, so this part of the
image will have distortion problems, especially the stretch-
ing phenomenon of the field of view edge is serious. The
mosaicking performance is mainly determined by the feature
matching results [31]–[34]. A popular strategy for solving the
matching problem involves two steps: first computing a set of
putative correspondences, and then removing the outliers via
geometrical constraints [35]–[37].

Airborne imaging system cannot obtain an ideal image.
In addition to lens distortion, the errors introduced by
mechanical working and adjusting will also make the image
produce different degrees of non-linear distortion [38]. There-
fore, it is necessary to correct the non-linear distortion of the
obtained original image. Lens distortion is usually classified
into three types: radial distortion, decentering distortion, and
thin prism distortion. In practice, for most lenses, the radial
distortion component is predominant [39]. Methods used for
obtaining the parameters in the radial distortion function for
correcting the distorted images can be divided roughly into
two major categories: multiple views method [40]–[42] and
single view method [43]–[45]. In [39], a method based on
the use of distorted straight lines falls in the second category.
The method works on a single image in which at least three
distorted straight lines exist and does not require a calibration
pattern. Although the method requires at least three distorted
lines residing in an image, it can cope with a situation in
which fewer lines are found by adding more images taken
by a same camera with different capturing angles. As long as
there is a line involved in the scene, the method is applicable.

In order to increase the efficiency of UAVs, many airborne
imaging systems use multi-sensor intersection and stitching
technology. And coupled with the slight change of UAV
flight attitude, it leads the airborne imaging system to work
in inclined imaging mode. Compared with vertical imaging,

inclined imaging has more complex geometric distortion and
scale scaling problems. Direct mosaicking of the original
image will lead to mosaic errors (such as misalignment arti-
facts or ‘‘ghosting’’). In addition, due to the change of UAVs’
altitude and flight attitude, it will also lead to the change
of ground objects such as rotation and zooming. Therefore,
it is necessary to correct the trapezoidal distortion of inclined
image in order to ensure the consistency of the scale of objects
in the images to be stitched.

In view of the urgent need for high-resolution and high-
precision infrared image data for geological environmental
monitoring, we have developed a lightweight optical butting
infrared imaging system for UAV to obtain infrared image
data. When the system works, changes of UAVs flight atti-
tude, altitude, imaging inclination, terrain fluctuation and
other factors will cause great difficulties in image mosaick-
ing. Hence, this paper studies the image precise geomet-
ric correction (including non-linear distortion correction of
imaging system, inclined imaging trapezoidal distortion cor-
rection) of the system. In this paper, a robust mosaicking
method combination of as-projective-as-possible warps and
similarity transformation is proposed, which uses multiple
images to generate a wide viewing field panorama. As shown
in Figure 1, the research consists of three main steps. With
the input of original images, a method based on division
model [40] is used to achieve non-linear distortion correction;
trapezoidal distortion correction is then put into force; the
robust mosaicking strategy is applied to obtain the panorama.
The details of the research content are discussed in the follow-
ing sections.

FIGURE 1. The overall flow charts of the research content.

The rest of the paper is structured as follows. Section II
describes the method for image precise geometric correc-
tion. Section III describes the proposed robust mosaicking
method combination of as-projective-as-possible warps and
similarity transformation. Section IV evaluates the proposed
robust mosaicking method comparing with the state-of-the-
art mosaicking methods and present the panoramic mosaick-
ing result for airborne lightweight optical butting infrared
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imaging system. Finally, the paper presents conclusions
in Section V.

II. METHOD FOR IMAGE GEOMETRIC CORRECTION
As UAV sensor platform, we used a DJI Matrice 600 UAV
and aDJI RONIN-MXpan-tilt (SZDJI Technology Company
Ltd., China), which is very stable at low flight speed and low
altitude. Moreover, our experimental system also consists of
two lightweight infrared cameras, two data acquisition cards,
a small single-board computer (Raspberry Pi) and an INS
(Inertial Navigation System) with integrated GNSS (Global
Navigation Satellite System) (SBG Ellipse2-N3). Key com-
ponents in this system are shown in Figure 2. The technical
details of Matrice 600, camera and Ellipse2-N are shown
in Table 1.

FIGURE 2. Key components in the experimental system. (a) DJI Matrice
600 UAV. (b) DJI RONIN-MX pan-tilt. (c) Lightweight optical butting
infrared imaging system. (d) SBG Ellipse2-N.

Ellipse2-N includes an IMU (Inertial Measurement Unit)
and runs an on-board enhanced EKF (Extended Kalman Fil-
ter). It works on single point mode and L1 GPS/GLONASS
(Global Positioning System/GLObalnaya NAvigatsionnaya
Sputnikovaya Sistema) fix quality in default, and provides
both orientation and navigation data. We use it to acquire
the longitude, latitude and elevation information of the imag-
ing system in real-time and provide these to the Raspberry
Pi to control the data acquisition cards to acquire digital
images. At the same time, it also provides the attitude infor-
mation of two cameras at imaging time. After obtaining the
image sequence, non-linear distortion correction is performed
first, then trapezoidal distortion correction is performed, and
finally image mosaicking is performed.

A. NON-LINEAR DISTORTION CORRECTION
Fitzgibbon [40] proposed the division model as

xu =
xd

1+ λ1r2d + λ2r
4
d + . . .

yu =
yd

1+ λ1r2d + λ2r
4
d + . . .

(1)

3https://www.sbg-systems.com/products/ellipse-2-series/

TABLE 1. Technical specifications of Matrice 600, camera and Ellipse2-N.

where (xu, yu) and (xd , yd ) are the corresponding coordinates
of an undistorted point and a distorted point in an image,
respectively. rd =

√
(xd − x0)2 + (yd − y0)2 is the Euclidean

distance of the distorted point to the distortion center (x0, y0).
The division model is capable of expressing large distortion
at much lower order. In particular, for many cameras a single
parameter would suffice [40], [41]. In our study, we use the
single parameter division model

xu =
xd

1+ λr2d
yu =

yd
1+ λr2d

(2)

An equation of a straight line is expressed as

Axu + Byu + C = 0 (3)

Refer to [39], we have

x2d + y
2
d + Dxd + Eyd + F = 0 (4)

and

x20 + y
2
0 + Dx0 + Ey0 + F −

1
λ
= 0 (5)

Eq. (4) indicates that a group of parameter (D,E,F) can be
determined by fitting a circle to an arc which is extracted from
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an image. The circular arc in the image is projected from a
straight line in the world. Extracting three arcs and determin-
ing three groups of parameter (D,E,F), then the distortion
center can be estimated by solving the linear equations of{

(D1 − D2)x0 + (E1 − E2)y0 + (F1 − F2) = 0
(D1 − D3)x0 + (E1 − E3)y0 + (F1 − F3) = 0

(6)

and an estimate of λ can be obtained from

λ =
1

x20 + y
2
0 + Dx0 + Ey0 + F

(7)

The geometric calibration of each camera is carried out
using the above-mentioned non-linear distortion calibration
scheme. The obtained parameters are shown in Table 2,
in which the effective focal length is obtained by using the
known object space information and the corrected image
information. The original image and corrected image are
shown in Figure 3.

TABLE 2. Calibration parameters of lightweight optical butting infrared
imaging system.

FIGURE 3. Original image and image after non-linear distortion
correction. Some lines which are straight in the world have been
annotated with red straight lines in the corrected image, showing strong
vanishing points.

B. TRAPEZOIDAL DISTORTION CORRECTION
After correcting the non-linear distortion of the imaging
system, this section only considers the trapezoidal distor-
tion (imaging dip angle change) and scale scaling (altitude
change) caused by the change of camera’s exterior orientation
elements. The scale scaling problem is solved in the process
of image re-sampling. In this section, the original input image
is the non-linear distortion corrected image, so it can be
considered as an ideal aperture imaging. The object point,
light center and image point satisfy the collinear equation.
According to the imaging mode and pose information of the
imaging system, the imaging geometry model is constructed,
and then the trapezoidal distortion of the image is corrected
by using the collinear equation. The coordinates involved in
this section are shown in the Figure 4. XwnedYwnedZwned is

FIGURE 4. Principle diagram of trapezoidal distortion correction for
single camera.

NED (North, East, Down) coordinates, which is LTP (Local
Tangent Plane) coordinates. XisnedYisnedZisned is NED coor-
dinates, which origin is the same as the sensor body coor-
dinates XibodyYibodyZibody. Oc-XcYcZc and Oc-X′cYcZc are
camera coordinates and camera auxiliary coordinates, respec-
tively. X′c axis is in the opposite direction of Xc axis. UV is
the image coordinates. Trapezoidal distortion correction is
projecting the original image under the UV coordinates to
the NED coordinates, and then re-sample the projected image
according to the ground resolution requirements to obtain the
orthophoto image.

The current location informations obtained by Ellipse2-N
are longitude, latitude and elevation in WGS84 (World
Geodetic System 1984) coordinate (recorded as L, B and H ,
respectively). In order to calculate the position relationship
between image sequence, it is necessary to transform location
information into the coordinates in the Cartesian coordinates.
The transformation relationship is as follow:xecefyecef

zecef

 =
 (N + H ) cosB cosL

(N + H ) cosB sinL
[N (1− e2)+ H ] sinB

 (8)

where e =
√
(a2 − b2)/a2 is the first eccentricity of

WGS84 coordinates reference ellipsoid, a = 6378137 m and
b = 6356752.3142 m are the long and short half axle of
ellipsoid, respectively. N = a/

√
1− e2 sin2 B is the radius

of curvature in prime vertical.
Because the Cartesian coordinates have larger values,

the NED coordinates are more commonly used to describe
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the position relationship in a small area. Let two points P0
and P1 exist in the small area, and theWGS84 coordinates are
(L0,B0,H0) and (L1,B1,H1), respectively. The NED coordi-
nates is established with P0 as the origin, we have the rotation
matrix from Cartesian coordinates to NED Coordinates

Recef 2end

=

− cosL0 cosB0 − sinL0 sinB0 cosB0
− sinL0 cosL0 0

− cosL0 cosB0 − sinL0 cosB0 − sinB0

 (9)

From Eq. (8), we have (x0,ecef , y0,ecef , z0,ecef ) and
(x1,ecef , y1,ecef , z1,ecef ), then we have the NED (P0 as the
origin) coordinates of P1x1,nedy1,ned

z1,ned

 = Recef 2end

x1,ecef − x0,ecefy1,ecef − y0,ecef
z1,ecef − z0,ecef

 (10)

When ideal aperture imaging, the NED coordinates
P(xwned , ywned , zwned ) of object point has the following rela-
tionship with the UV coordinates p′(u, v) of image point

zc

uv
1

 = M INMEX


xwned
ywned
0
1



=

m11 m12 m13 m14
m21 m22 m23 m24
m31 m32 m33 m34



xwned
ywned
0
1

 (11)

where M IN and MEX are internal and external parameters
matrix of camera, respectively. M IN can be obtained after
non-linear distortion correction.

The procedures of trapezoidal distortion correction are as
follow.
Step 1: According to the position information obtained

by Ellipse2-N when taking the i-th image, the trans-
lation T iws between XwnedYwnedZwned coordinates and
XisnedYisnedZisned coordinates is calculated. From Eq. (8),
we have (x0,ecef , y0,ecef , z0,ecef ) and (xi,ecef , yi,ecef , zi,ecef ),
then we have

T iws = −Recef 2wned

xi,ecef − x0,ecefyi,ecef − y0,ecef
zi,ecef − z0,ecef

 (12)

Step 2: According to the three Euler angles obtained by
Ellipse2-N, the rotation matrix Risb between XisnedYisned
Zisned coordinates and XibodyYibodyZibody coordinates is
calculated

Risb

=

 cψcθ cψ sθ sϕ + sψcϕ −cψ sθcϕ + sψ sϕ
−sψcθ sψ sθ sϕ + cψcϕ sψ sθcϕ + cψ sϕ
sθ −cθ sϕ cθcϕ

 (13)

where ϕ, θ and ψ are roll, pitch and yaw angle between
XisnedYisnedZisned coordinates and XibodyYibodyZibody coordi-
nates, respectively. c∗ = cos(∗), s∗ = sin(∗).

Step 3: The translation between XibodyYibodyZibody coor-
dinates and Oc-X′cYcZc coordinates is (Tx , 0, 0)T . The
rotation angle between XibodyYibodyZibody coordinates and
Oc-X′cYcZc coordinates is ϕx . (Tx , 0, 0)T and ϕx can be
obtained by calibration at assembly time. Then, the NED
coordinates of the object point corresponding to image point
(u, v) in the original image can be calculated by the following
formula[
xwned
ywned

]
=

[
um31 − m11 um32 − m12
vm31 − m21 vm32 − m22

]−1 [m14 − um34
m24 − vm34

]
(14)

To verify the feasibility of the proposed method, we have
performed experiments on image obtained by experimental
system. Figure 5 shows the experimental results of ground
simulation. Figure 6 shows the images after trapezoidal dis-
tortion correction.

FIGURE 5. Experimental results of ground simulation. (a), (c) and (e) are
original images. (b), (d) and (f) are images after trapezoidal distortion
correction corresponding to (a), (c) and (e), respectively.

III. ROBUST MOSAICKING METHOD
Image mosaicking is the process of combining a set of images
into a larger image. The result shows a wider field of view.
A basic approach to imagemosaicking is using featurematch-
ing to robustly estimate a global transformation. Given two
images, extracting features and matching them to obtain a set
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FIGURE 6. Experimental result. (a) Original images. (b) Images after
trapezoidal distortion correction. (c) Optical butting effect.

of matching pairs. Then, removing the outliers and fitting
a global transformation by geometric verification such as
RANSAC (RANdom SAmple Consensus) [46]. This trans-
formation describes the geometric relationships of the over-
lapping regions between two images. In most cases, estimate
a projective transformation (or say homography) because it
is the most flexible global transformation. After that, one
of the images is warped by the projective transformation to
bring them into alignment. Finally, image compositing is
performed to generate the final result. But, there are two
problems in the projective warp. The first one is local mis-
alignment. Projective transformation is not flexible enough
to achieve accurate alignment on the overlapping regions.
The second problem is distortion, which appears on the non-
overlapping regions. In particular, projective transformations
introduce shape distortion and area distortion (appears as
severely stretched and enlarged at the edge of the image).

A. AS-PROJECTIVE-AS-POSSIBLE WARPS
Recently, several local warp methods are proposed to pro-
vide better alignment. One of the state of the art methods
is the APAP (As-Projective-As-Possible) warps, proposed by
Zaragoza et al. [28].Warping function can be expressed asw:
(x, y)→ (x ′, y′). Let x = [x, y]T and x′ = [x ′, y′]T be match-
ing points across overlapping images I and I ′, the projective
warp following the relation

x̄′ = Hx̄ =

h1 h2 h3
h4 h5 h6
h7 h8 1

 x̄ (15)

where x̄ = [x, y, 1]T and x̄′ = [x ′, y′, 1]T , H defines the
homography. Eq. (15) can also be expressed in another form

x ′ = Hx(x, y) =
h1x + h2y+ h3
h7x + h8y+ 1

y′ = Hy(x, y) =
h4x + h5y+ h6
h7x + h8y+ 1

(16)

For a set of point matches {xi, x′i}(i = 1, 2, . . . ,N ), DLT
(Direct Linear Transformation) method [47] is used to esti-
mate H

03×1 =

 01×3 −x̄T y′x̄T

x̄T 01×3 −x ′x̄T

−y′x̄T x ′x̄T 01×3

h (17)

where h = [h1, h2, h1, h2, h1, h2, h1, h2, 1]T . Let d i be the
first-two rows of the 3×9 matrix in Eq. (17) computed for
the i-th point match {xi, x′i}. Then, for global projective
transformation we have

h̃ = argmin
h

N∑
i=1

‖d ih‖2 s.t.‖h‖ = 1 (18)

In order to weaken the local misalignment caused by par-
allax errors in overlapping regions of images, APAP warps
uses a location dependent homography H∗

h̃∗ = argmin
h

N∑
i=1

‖ωi∗d ih‖
2 s.t.‖h‖ = 1 (19)

The scalar weights ωi∗(i, 1, 2, . . . , N) are calculated as

ωi∗ = max
(
exp
(
− ‖x∗ − xi‖2/σ 2

)
, γ

)
(20)

where σ is a scale parameter (here, σ = 8.5), and γ is a
threshold parameter to prevent the weights to be too sparse
(here, γ = 0.1).

B. PROJECTIVE-SIMILARITY TRANSFORMATION
APAPwarps locally adapts to different transformations on the
overlapping regions. Compared with projective transforma-
tion, APAP warps achieves better alignment on the overlap-
ping regions. However, for the non-overlapping regions, it is
still a projective transformation. Observing that the distortion
issue is not resolved, we want to design a better warping
function for image mosaicking. Similarity transformation
does not introduce any shape distortion nor area distortion.
It is composed of scaling, rotation and translation, therefore
no shapes are squeezed or stretched. Also, there is no non-
uniform scaling. Refer to [48] rotate the original coordinates
to form the new coordinatesxy

1

 =
cos θ − sin θ 0
sin θ cos θ 0
0 0 1

uv
1

 = R

uv
1

 (21)

where θ = atan2(h8,−h7). Then, Eq. (15) can be rewritten asx ′y′
1

 =
 ĥ1 ĥ2 ĥ3
ĥ4 ĥ5 ĥ6
−c 0 1

uv
1

 = R̂

uv
1

 (22)
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FIGURE 7. Geometric transformation relation for Projective-Similarity
Transformation. (a) Two images. (b) Image sequence.

FIGURE 8. Geometric transformation relation for the proposed method.

where c =
√
h27 + h

2
8. Then, warping function can be

expressed as

H (u, v) =
[
Hx(x, y)
Hy(x, y)

]
=


ĥ1u+ ĥ2v+ ĥ3

1− cu
ĥ4u+ ĥ5v+ ĥ6

1− cu

 (23)

When u is a constant u0, Eq. (23) can be rewritten as
x ′ = Hx(x, y) =

ĥ2
1− cu0

v+
ĥ1u0 + ĥ3
1− cu0

y′ = Hy(x, y) =
ĥ5

1− cu0
v+

ĥ4u0 + ĥ6
1− cu0

(24)

It can be seen that for a line parallel to the v axis, the length
ratio of the line segment can still be maintained after trans-
formation, that is a similarity transformation.

Based on the above analysis, projection-similarity trans-
formation can be constructed, and the image to be mosaicked
can be divided into two regions: overlapping region uses pro-
jection transformation functionH (u, v), and non-overlapping
region uses similarity transformation function S(u, v). Refer
to Eq. (24) and the concept of ruled surface [49], S(u, v) can

TABLE 3. The processing times of three sequences of images, the unit in
the table is second.

FIGURE 9. The generated panoramas for first sequence images
(960×1280). (a) Original images. (b) AutoStitch. (c) Global homography
transformation. (d) APAP warps. (e) Projective-similarity transformation.
(f) the proposed method.

be obtained as follow:

S(u, v) =
1

1− cu0{[
ĥ5 ĥ2
−ĥ2 ĥ5

] [
u
v

]
+

[(
ĥ1 − ĥ5

)
u0 + ĥ3(

ĥ4 + ĥ2
)
u0 + ĥ6

]}
(25)

As shown in Figure 7, the geometric transformation
relation for image mosaicking is given.

C. COMBINATION APAP WARPS AND
SIMILARITY TRANSFORMATION
APAP warps achieves better alignment on the overlapping
regions. Similarity transformation greatly reduces the dis-
tortions on the non-overlapping regions. Combination APAP
warps and similarity transformation can be achieved the best
of both worlds. As shown in Figure 8, replacing projection
transformation in Figure 7 with APAP warps can achieved
this strategy. Refer to [28], we uniformly partition the images
into a grid of 40×40 cells. Then, images are divided into over-
lapping and non-overlapping region according to the feature
matching result. The resulting warp gradually changes from
APAP warps to a similarity transformation.

IV. EXPERIMENTAL EVALUATION
In order to verify the validity and accuracy of the pro-
posed image mosaicking method, a lot of experiments
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FIGURE 10. The generated panoramas for second sequence images
(960×1280). (a) Original images. (b) AutoStitch. (c) Global homography
transformation. (d) Projective-similarity transformation. (e) ICE. (f) APAP
warps. (g) the proposed method.

FIGURE 11. The generated panoramas for third sequence images
(447×1277). (a) Original images. (b) AutoStitch. (c) ICE. (d) Global
homography transformation. (e) APAP warps. (f) Projective-similarity
transformation. (g) the proposed method.

have been carried out in this paper. We compare the
proposed method with AutoStitch, ICE, global homogra-
phy transformation, APAP warps and projective-similarity
transformation. We implemented the proposed method,

FIGURE 12. Panoramic mosaics of airborne images generated by
AutoStitch.

global homography transformation, APAP warps and
projective-similarity transformation usingMATLABR2014b
and ran experiments on a PC with Intel(R) Core(TM)
i7-5960X CPU @ 3.00GHz and 32GB RAM. We used the
VLFeat(VisionLab Features)4 [50] to extract SIFT features
and performed matching with FLANN (Fast Library for
Approximate Nearest Neighbors)5 [51] and RANSAC for
obtaining the projective transformation for the overlapping
regions.

A. EXPERIMENTAL EVALUATION
While many data have been tested (including those used else-
where) with convincing results, only a few can be included
in this paper. Here we show three series of experiments on
image mosaicking. The processing times of three sequences
of images for different methods are given in Table 3.
Experimental results are shown in Figure 9∼11.

From Figure 9, the result of AutoStitch has ‘‘ghosting’’
phenomenon, indicating that AutoStitch’s ability to handle
parallax is weak. For ICE, images were unsuccessful gener-
ated panorama. ICE considers that there is non-overlapping
region between the two images. The result of global homog-
raphy transformation has ‘‘ghosting’’, shape distortion and

4http://www.vlfeat.org/
5http://www.cs.ubc.ca/research/flann/
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FIGURE 13. Panoramic mosaics of airborne images generated by ICE.

area distortion. The APAP warps weakens ‘‘ghosting’’ phe-
nomenon of global homography transformation, but it still
has to shape distortion and area distortion, as shown in
the blue ellipse marked. Projective-similarity transformation
weakens the shape distortion, but it always has a slight
‘‘ghosting’’ phenomenon. The proposed method weakens
both the ‘‘ghosting’’, shape distortion and area distortion.

From Figure 10, the results of global homography transfor-
mation and projective-similarity transformation have ‘‘ghost-
ing’’, shape distortion and area distortion. The results of ICE
have shape distortion and area distortion. APAP warps weak-
ens ‘‘ghosting’’ phenomenon of global homography transfor-
mation, but it still has to shape distortion and area distortion,
as showed in the green ellipse marked. The proposed method
weakens both the ‘‘ghosting’’, shape distortion and area dis-
tortion.

From Figure 11, AutoStitch adopts spherical projection
for image warping. The results of ICE, global homography
transformation and APAP have shape distortion and area
distortion, as showed in the green ellipse marked. There
are seams in the blue ellipse marked. The proposed method
weakens both the shape distortion and area distortion.

FIGURE 14. Panoramic mosaics of airborne images generated by the
proposed method.

B. PANORAMIC MOSAICS OF AIRBORNE IMAGES
Here, Figure 12∼14 shows the results of AutoStitch, ICE
and the proposed image mosaicking method for airborne
lightweight optical butting infrared imaging system. Only
image mosaicking takes 9.0128, 33.6129 and 132.4973 sec-
onds, respectively. Since AutoStitch adopts spherical projec-
tion for image warping, therefore overlapping regions exist
‘‘ghosting’’. Although there is no ‘‘ghosting’’ in ICE result,
there is stretched and enlarged at the edge of the images.
Can be seen that the proposed method introduce much less
distortions in terms of shape and area. The relative altitude is
80m, and the experimental area has obvious topographic fluc-
tuations, with themaximum elevation difference of about 6m.

V. CONCLUSION
In this paper, we proposed a robust mosaicking method
combination of as-projective-as-possible warps and similar-
ity transformation. It is developed basing on an analysis of
projective transformation and similarity transformation. The
proposed method simultaneously takes into consideration

VOLUME 7, 2019 93577



F. Wu et al.: Precise Geometric Correction and Robust Mosaicking for Airborne Lightweight Optical Butting Infrared Imaging System

the flexibility of alignment and the preservation of image
shapes. Intuitively, on the overlapping regions, it performs
an as-projective-as-possible warps. On the non-overlapping
regions, it gradually becomes a similarity warp. One possible
future direction is to optimize computational speed. In the
future, we would also wish to explore the possibility of
adopting the proposed method to different applications.
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