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for Eliminating Chamber Surface
Effects of Microfluidic Chips
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Abstract

An ultraviolet visible (UV–Vis) spectrophotometric and multiwavelength linear regression (MLR) method was developed

for eliminating the influence of the surface quality of centrifugal microfluidic chips on the accuracy of their absorbance

detection. The regression model is based on scalar scattering theory. The method was validated with cuvettes with

different surface quality and Orange G (orange gelb) dye. The coefficients of variation (CVs) of the predicted solution

concentration ratios in different cuvettes were< 1%, and the relative errors were< 1.5%. The model was shown to have

higher accuracy and precision than that of traditional methods.
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Introduction

An automatic, centrifugal, microfluidic chip analysis system

can carry out fluidic processing such as separation, quanti-

tation, mixing, and transportation of whole blood by imple-

menting different spinning profiles.1 The process is easy to

integrate and can realize fully automated, high-throughput,

rapid detection, and have been widely used in biomedical

diagnostics, especially in vitro diagnostics (IVD). The

Abaxis whole blood analyzer has been widely used in

human and animal blood biochemical detections.2

Samsung has developed an automatic immunoassay

system;3 Changchun Institute of Optics, Fine Mechanics

and Physics, Chinese Academy of Sciences (CIOMP) and

other organizations have also introduced related proto-

types and products.

Quantitative detection by these systems is normally

achieved via the double-beam absorbance method based

on Beer–Lambert law.4 In traditional double-beam spectro-

photometers, the cuvettes need to be matched to ensure

accurate blank readings. According to the cuvette standard

of the People’s Republic of China (GB/T 26791-2011), the

transmittance difference between matched cuvettes should

be� 0.5%. Arrayed chambers are manufactured on centri-

fugal microfluidic chips by batch manufacture, such as injec-

tion molding, and cannot be matched as pairs.

As shown in Fig. 1, ensuring the same quality of multiple

surfaces on a single chip is difficult, especially for high-

throughput chips. For example, the root mean square

(RMS) surface roughness of the bottom surfaces of different

chambers on the chip in Fig. 1 differ. Simultaneously, mold

wear during the injection molding process will decrease the

surface quality of chips. According to the scalar scattering

formula, an RMS difference of 20 nm at poly(methyl meth-

acrylate) (PMMA)–air interfaces will result in a transmit-

tance difference> 2% at a wavelength of 440 nm.

In the present work, to eliminate the effect of chamber

surface quality on the accuracy of double-beam absorbance

detection, a multiwavelength method with a linear expres-

sion of the absorbance caused by interface scattering is

proposed. The accuracy of this model was verified with

cuvettes with different surface qualities. The results show

that this model fits well with samples with different

concentration.
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Theory

According to SPI mold polishing standards, the polished

surface roughness Ra should be� 5.84 lm. The surface top-

ography of microfluidic chips manufactured in a polished

mold is well approximate by a Gaussian function.5,6

Because the distance between the position of the detector

aperture stop and the scattering surface is large compared

with the wavelength, for the normal incidence of light, the

diffusely transmitted light is given by7

ST ¼ T0 1� exp �
2ps n1 � n0ð Þ

�

� �2
" #( )

� 1� exp �2
pl
�

� �2
" #( )

ð1Þ

where s, l, k, n1, and n0 are the RMS, the autocovariance

length, wavelength, refractive index of the incident medium,

and refractive index of the refractive medium, respectively.

Parameter T0 is the transmittance of the smooth surface:

T0 ¼
4n1n0
n1þn0ð Þ

2 .

For well-polished optical surfaces, the autocovariance

length l is much greater than the wavelength.8 The light

intensity received by the detector in the transmission dir-

ection is roughly the ideal transmitted light intensity minus

the scattered light intensity. To combine the transmittance

with the law of absorption, the transmittance is expressed

as absorbance:

A ¼ log10
1

T0 � ST

� �
¼ a0 þ

a1
�2

ð2Þ

where a0 ¼ �log10 T0ð Þ and a1 ¼
2ps n1�n0ð Þ½ �

2

loge10
.

The double-beam absorbance detection model of a

PMMA microfluidic chip is shown in Fig. 2, where the

roughness parameter values differ.

According to the absorbency additivity, the absorbance

of the sample chamber and the reference chamber can be

expressed as

As ¼
X4
i¼1

As1 þ epmmacpmmalpmma

þ erefcreflref þ etarctarltar ð3Þ

AR ¼
X4
i¼1

Asr
i
þ epmmac

r
pmmal

r
pmma þ erefcrreflrref ð4Þ

where As1, Asr
i
, cpmma, c

r
pmma, lpmma, and lrpmma are the sur-

face absorbance, PMMA molar concentration, and the PMMA

path length of the sample chamber and the reference chamber,

respectively; cref, ctar, lref, and ltar are the molar concentration

and the path length of the reference substance and the target

substance in the sample; crref and lrref are molar concentration

and path length of the reference substance in the reference

chamber, respectively; epmma, eref, and etar are the molar

absorptivity of PMMA, the reference substance, and the

target substance, respectively.

The molar absorptivity of PMMA and the target sub-

stance can be obtained by measuring an empty chamber

and a chamber filled with a standard solution of the

target substance, respectively. They can be expressed as

epmma ¼ AE �
X4
i¼1

Ase
i

 !,
Ce

pmmal
e
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Figure 1. Requirements of the bottom surfaces of different

chambers on the same chip manufactured by injection molding.

Figure 2. Double-beam absorbance detection model of a

PMMA microfluidic chip.
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where Ae, AT, Ase
i
, Ast

i
, Ce

pmma,C
t
pmma, l

e
pmma, and ltpmma

are the total absorbance, surface absorbance, PMMA molar

concentration, PMMA path length of the empty chamber,

and standard solution chamber, respectively;

ctref, c
t
tar,, l

t
ref and lttar are the molar concentration, and

path length of the reference substance and target substance

in the standard solution, respectively.

Substituting Eqs. 2, 4, 5, and 6 into Eq. 3 gives the

absorbance of the sample chamber:

As ¼ c0 þ c1
1

�2
¼ c2AE þ c3AR þ c4AT ð7Þ

where c0, c1, c2, c3, and c4: are coefficients related to

the parameters of the chambers and solutions (e.g.,

cpmma, c
r
pmma, lpmma and lrpmma).

The refractive index changes with wavelength. For

example, the refractive indexes of PMMA are 1.4966 and

1.4858 at wavelengths of 500 and 800 nm, respectively—a

difference of 0.73%. The variation can be ignored here.

Thus, a matrix representation of the sample chamber

absorbency at n wavelengths can be obtained:

1 1
�2
1

AE��1 AR��1 AT��1

1 1
�2
2

AE��2 AR��2 AT��2

1 1
�2
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3
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2
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3
77775¼
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AS��n�1

AS��n

2
664
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ð8Þ

Column vectors 1, 1

�2
, AE, AR, AT, c, and AS are

used to represent the different columns; the matrix in Eq.

8 can be expressed as

1
1

�2
AE AR AT

� �
c ¼ AS ð9Þ

According to the least squares regression, the coeffi-

cients can be calculated by

c ¼ VTV
� ��1

VTAS ð10Þ

where V ¼
�
1 1
�2

AE AR AT

	
. The path lengths of the

sample and the standard solution are often the same;

thus, coefficient c4 is the target substance concentration

ratio of the sample to the standard solution.

According to the definition of the quantitative detec-

tion limit proposed by Currie,9 the target substance

can reliably be quantified when the selectivity of the

target substance is > 10; the selectivity SEL can then be

calculated as

SEL ¼ In�n �U�Uþ
� �

Atarget =




 Atarget =r





 ð11Þ

where, U ¼
�
1 1

�2
AE AR

	
,Uþ is the Moore–Penrose

pseudoinverse of the matrix, Atarget is the absorption

spectra of the target substance, and r is the relative error

of the instrument. For the UV–Vis spectrum, the relative

error of the standard spectrum can generally be set

to 2%.10

Based on error-delivering theory, the relative error of

the concentration of the target substance originates from

two sources: the relative measurement errors of the

sample and the standard solution. The relative error can

be calculated by the following formula:

�c=c ¼ x� = x�ty�
� �

Rsþ




 x�k = x�tx�

� �
Rt



 ð12Þ

where

x� ¼ In�n�U�U
þ

� �
AT,

y� ¼ In�n�U�U
þ

� �
As,Rs, and Rt

are the relative measurement errors of the sample and the

standard solution.

Experimental

We designed an experiment to verify the performance

of the proposed method for eliminating the influence

of rough surfaces on quantitative analysis by absorption

spectroscopy.

Reagents and Apparatus

Orange gelb (Orange G; CAS: 1936-15-8) was chosen as

the target substance because of its good light fastness, and

deionized water was used as the solvent. Cuvettes (catalog

no. 14-955-130) with a light path of 10 mm were purchased

from Fisher Scientific.

A Form Talysurf (FTS-Intra) 1.30 (Taylor Hobson) sur-

face-roughness measurement instrument was used to

obtain the RMS roughness of the surfaces. A Lambda 850

(PerkinElmer) UV–Vis spectrophotometer was used to

carry out spectrophotometric analyses in the wavelength

range from 380 to 550 nm at every 1 nm. The selectivity

was calculated to be 11.34. The target substance (Orange

G) could be reliably quantified.

Procedure

Solutions with five different concentrations (1 mmol/L,

0.75 mmol/L, 0.5 mmol/L, 0.25 mmol/L, and 0.05 mmol/L)

were prepared by dissolving Orange G in deionized

water. The cuvettes used in the experiment, which are

numbered 1–13, are shown in Fig. 3a.

Ten cuvettes with different surface qualities were pre-

pared by polishing the two outer transmission surfaces

(surfaces 1 and 2, as shown in Fig. 3b). The transmittances
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of the cuvettes filled with water at a wavelength of 440 nm

and the outer transmission surface roughness of these cuv-

ettes are listed in Table 1.

All of the absorption spectra were measured relative to

air. AE and AR were obtained with cuvette 12 when it was

empty and filled with water, respectively. AT was measured

with cuvette 13 filled with 0.5 mmol/L Orange G solution

used as the standard solution. Cuvettes 1–11 are sample

cells. The samples were water and solutions with five dif-

ferent concentrations. Parts of the absorption spectra (ASs)

are shown in Figs. 4 and 5.

The spectra (AE, AR, AT, AS) and wavelength values were

substituted into Eq. 10 to calculate the concentration ratio

of Orange G relative to 0.5 mmol/L.

Results and Discussion

As shown in Table 1, the surface roughness is as high as

250 nm; thus, the surface quality requirement class is B3

according to the SPI polishing standard, which is easily

achieved. Moreover, the surface quality range of the 1 1

sample cuvettes covers most of the actual situations that

may occur during injection molding. The transmittance dif-

ferences between cuvettes 1–11 (used as sample cells)

and cuvette 12 (used as a reference cell) are in the range of

1.1–28%. The light intensity reduction is less than an order of

magnitude; thus, the signal-to-noise reduction is not obvious.

The cuvette transmittances are greatly influenced by their

surface quality. Furthermore, the transmittances are not per-

fectly correlated with the roughness of the surfaces because

part of the scattering light is coincident with the transmission

light, entering the detector at the same time. When the sur-

face roughness is the same, a longer autocovariance length

results in more scattering light entering the detector.11 For

the same reason, the measured transmittance is greater than

the value calculated by Eq. 2. However, this scenario only

affects the magnitude of the coefficients c0 and c1 in this

method. It was ignored during the formula derivation

because we focused only on coefficient c4.

The true values of the concentration ratio were

obtained from the absorbance of Orange G in five solutions

with different concentrations at a wavelength of 479 nm, as

measured by the standard method. Table II shows that the

deviation of the predicted value is< 1.5%; this deviation

calculated by Eq. 12 is 1.43%. The CVs of the concentration

ratios of each concentration from the multiwavelength

Figure 3. (a) Cuvettes used in the experiment. (b) Illustration of surfaces 1 and 2.

Table 1. Transmittances of the cuvettes filled with water at a

wavelength of 440 nm and the outer transmission surface

roughness of these cuvettes.

Cuvette no. Transmittance (%)

Surface

1 (nm)

Surface

2 (nm)

1 87.22 57.4 43.7

2 84.68 62.4 62.5

3 81.69 77.3 75.2

4 79.05 42.2 41.4

5 76.30 61.6 105.8

6 73.66 117.3 122

7 69.84 176.8 156.2

8 64.55 179.4 205.9

9 62.63 161.6 254.2

10 66.55 138.8 137.2

11 91.69 33.2 31.3

12 90.59 40.9 38.9

13 91.48 31.3 37.3
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model are< 1%. However, in the same situation, the worst

CV could reach 28.2% by traditional single wavelength

measurement. In the proposed model, the R2 statistics of

multiple linear regression of the samples are all> 0.999,

which means the model is consistent with the actual

condition.

In the traditional double-wavelength method, the light

intensity losses caused by surfaces at different wavelengths

are considered to be the same. In this experiment, the

sample chamber absorbance is

1 AE � de1
1

j2
AR � dr1

1

j2
AT

� �
c ¼ AS ð13Þ

where de1 and dr1 are the coefficients of AE ¼ de01þ de0
1

j2

and AR ¼ dr01þ dr1
1

j2
calculated using least squares

Figure 5. Absorption spectra of solutions with different con-

centrations in different cuvettes (nos. 1, 3, 5, 7, and 9); (a), (b), and

(c) are the spectra of the five sample cuvettes filled with 0.5 mmol/

L, 0.75 mmol/L, and 1 mmol/L Orange G solution, respectively.

Figure 4. Absorption spectra of solutions with different con-

centrations in different cuvettes (nos. 1–11); (a), (b), and (c) are

the spectra of the 11 sample cuvettes filled with water and

0.05 mmol/L and 0.25 mmol/L Orange G solution, respectively.
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regression, respectively; as the molar absorptivities of

PMMA and the reference solution are approximately con-

stant in the wavelength range of 380–550 nm.

When the concentration ratios of Orange G are calcu-

lated by Eq. 13 via least squares regression, the CV reaches

3.57% and the deviation reaches –10.8% in the worst case.

The model of Eq.13 fits the measurement data worse. Taking

cuvette 9 filled with 0.05 mmol/L solution as an example, the

regression results obtained with Eq. 9 and Eq. 13 are shown

in Fig. 6. The R2 value is reduced to 0.5496 from 0.9996.

The concentration ratios (calculated by different methods)

were compared with their true values for the data corres-

ponding to cuvette 9 filled with 0.05 mmol/L solution, cuvette

7 filled with 0.25 mmol/L solution, cuvette 5 filled with

0.5 mmol/L solution, cuvette 3 filled with 0.75 mmol/L solu-

tion, and cuvette 1 filled with 1 mmol/L solution. The original

data and the linear fitting results are shown in Fig. 7. The slope

of the linear fit of the values calculated by the model proposed

in this work is closest to 1 and the intercept is closest to 0.

Taking air as a reference ensures the accuracy of the spec-

tral measurements that are not influenced by the absorption

cell difference because air does not require the cell to be

contained. In a microchip system, multiwavelength spectra

can be measured using a xenon lamp as a polychromatic

light source and a charge-coupled device or photodiode

array as the detector; thus, this approach is practicable.

Table II. Concentration ratios of Orange G calculated by the proposed model and the relative deviations of them from

the true values.

0.05 mmol/L 0.25 mmol/L 0.5 mmol/L 0.75 mmol/L 1 mmol/L

Category Ratio Deviation (%) Ratio Deviation (%) Ratio Deviation (%) Ratio Deviation (%) Ratio Deviation (%)

True value 0.1024 0.4980 1 1.4994 2.0020

1 0.1027 0.3 0.4993 0.3 1.0006 0.1 1.5039 0.3 2.0105 0.4

2 0.1027 0.3 0.4982 0 0.9992 �0.1 1.5004 0.1 2.0061 0.2

3 0.1022 �0.2 0.4979 0 1.0006 0.1 1.5020 0.2 2.0089 0.3

4 0.1024 0.0 0.4971 �0.2 0.9999 0 1.4998 0 2.0035 0.1

5 0.1022 �0.2 0.4969 �0.2 1.0008 0.1 1.5019 0.2 2.0079 0.3

6 0.1025 0.1 0.4970 �0.2 1.0010 0.1 1.5038 0.3 2.0100 0.4

7 0.1037 1.3 0.4984 0.1 1.0032 0.3 1.5065 0.5 2.0139 0.6

8 0.1029 0.5 0.4979 0.0 1.0030 0.3 1.5067 0.5 2.0167 0.7

9 0.1034 1.0 0.4983 0.1 1.0033 0.3 1.5081 0.6 2.0192 0.9

10 0.1032 0.8 0.4968 �0.2 0.9998 0 1.5036 0.3 2.0152 0.7

11 0.1018 �0.6 0.4984 0.1 1.0010 0.1 1.5061 0.4 2.0210 0.9

Average 0.1027 0.4978 1.0011 1.5039 2.0121

CV 0.54% 0.16% 0.14% 0.18% 0.28%

Figure 6. Results of multiple linear regression for cuvette 9 filled with 0.05 mmol/L Orange G solution: (a) regression with Eq. 9;

(b) regression with Eq. 13 and not considering the wavelength-dependent changes in scattering.
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Conclusion

An alternative method for the quantitative determination of

the targets (with known chemical components) on a

centrifugal microfluidic chip was proposed. The effect of

interface scattering on spectrophotometry was eliminated

by our multiwavelength linear model. As shown in the

experiments, the accuracy and precision of the measure-

ments are guaranteed when the transmittance difference

is� 20%. The surface quality requirement of the injection

molding of the chip can be greatly reduced. Manufacturing

difficulties will be greatly reduced for the proposed high-

throughput chips. We expect applications involving micro-

fluidic chips to greatly benefit from this technology.
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