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#### Abstract

Physical-layer network coding (PNC) has received much attention, both from academia and industry lately, since it takes advantages of multiple-access signals. Because of a reduced number of time slots (TSs), PNC is capable of improving throughput significantly, especially for a typical 3-node network consisting of 2 user terminals and 1 relay node. However, a network with $M$ nodes $(M>3)$ and without adopting additional techniques needs $(2 M-2)$ TSs to realize information exchange among all the nodes, since network coding is unable to distinguish between users at the relay node. This paper proposes uniquely decodable codes (UDCs) for PNC in wireless cooperative communications. The proposed UDC requires only two TSs for information exchange irrespective of the number of nodes in the network. This paper also investigates the amplify-and-forward and decode-and-forward modes for UDC-based PNC. The bit error rate and throughput of the proposed schemes are analyzed in this paper. Using simulation results, we demonstrate that our theoretical results align well with the simulation results.


Index Terms-Cooperative communications, multiple-access channel, physical-layer network coding (PNC), uniquely decodable codes (UDCs).

## I. Introduction

NETWORK coding (NC) is used both in wired and wireless networks [1]. One of the most promising topics on NC is physical-layer NC (PNC) [2], [3], which takes advantages of multiple-access interference signals at relay node and achieves higher throughput. PNC can be viewed as a special case of cooperative communications [4]-[6].

There exists a great deal of works on PNC in literature, including but not limited to the following:

1) various coding methods for PNC [7]-[13], e.g., convolutional codes [12], repeat-accumulate codes, and low-density parity-check codes [7], [13];

[^0]2) various modulation schemes for PNC [14]-[17];
3) asynchronous problems of PNC [19]-[22].

Besides these basic physical-layer techniques, the PNC network is also an interesting research topic [23]-[25].

It is well known that the flat fading channel is more attractive and important for wireless transmission. Hence, how to reduce the effect of the Rayleigh fading channel is another important problem of PNC. Most existing works on PNC are restricted to the additive white Gaussian noise (AWGN) channel. Some of them tackle the problem in fading channels using equalization [26], pre-coding [27], [28], or multiple-input multiple-output (MIMO) techniques [29], [30]. However, the degrees of freedom brought by MIMO are not fully utilized, since extra antennas are used to overcome the Rayleigh fading.

Actually, PNC is able to significantly increase the throughput of the 3 -node network. However, it is not suitable for the $M$-node ( $M \geq 3$ ) network consisting of $(M-1)$ user terminals and one relay node, since NC (such as "XOR") is unable to distinguish data from multiple users. Therefore, it is an interesting problem to reduce the number of time slots (TSs) for the $M$-node network without degrading the throughput in the Rayleigh fading channel [18], [31].

Currently, the non-orthogonal multiple access (NOMA) technique has been widely used in PNC systems [31]-[34]. Using different power-domain and/or multiple constellations, it is possible to support multiple users to share the same resources and improve spectral efficiency. There are a variety of types of NOMA techniques, e.g., power-domain NOMA, sparse code multiple access (SCMA). Unlike power-domain NOMA, this paper exploits the application of uniquely-decodable codes (UDCs) in extracting and mapping data from multiple user terminals at the relay node. The UDC was originally designed for multiple-access channels [35]-[41]. The essential idea behind the UDC is to extract data from multiple users without ambiguity. Thus, the UDC can be viewed as a special case of NOMA, and it exploits coding techniques to separate different users. The achievable data rate of UDCs is higher than the largest rate of any single user, and some UDCs can even correct errors in a noisy channel [37]. Inspired by these attractive features of UDCs, this paper is the first to integrate UDCs into PNC. The main contributions of this paper can be summarized as follows.

1) This paper proposes new UDC-based PNC schemes both for the amplify-and-forward (AF) and decode-and-
forward (DF) modes, and investigates the transmitter and receiver structures of the proposed system.
2) The theoretical bit error rate (BER) and the throughput performances of the proposed system are derived in detail.
3) A UDC-based multi-user PNC scheme, as well as a corresponding pre-coding technique, is proposed.
The remainder of this paper is organized as follows. The basic architecture of UDC-based PNC is presented in Section II. A special class of UDC for the proposed schemes is presented in Section III. The BER and the throughput for the given models are analyzed theoretically in Section IV. UDC-based multipleuser PNC and pre-coding techniques for the proposed scheme are discussed in Section V. Simulation results are presented in Section VI. Finally, some concluding remarks and future work are offered in Section VII.

## II. Architecture of UDC-Based PNC

In this paper, it is assumed that there are no direct communication links between any two users. They have to exchange information via any relay node. It is also supposed that BPSK is adopted during the entire transmission.

## A. Traditional NC and PNC for the 3-Node Network

Consider a general 3-node network model, which includes two user terminals (users 1 and 2 ) and one relay node (node $R$ ). Actually, any one of networks can be decomposed into a number of basic 3-node networks; therefore, the 3-node model is focused upon in this research. As illustrated in Fig. 1(a), the traditional scheme needs four TSs to complete information exchange. Considering the NC scheme in Fig. 1(b), the data sequences $d_{1}(t)$ of user 1 and $d_{2}(t)$ of user 2 are modulated to signals $s_{1}(t)$ and $s_{2}(t)$, and then are sent to relay node $R$ during the first and second TSs, respectively. Then, NC is carried out at the relay node, i.e., $d_{R}(t)=d_{1}(t) \oplus d_{2}(t)$, and the NC-encoded $d_{R}(t)$ is modulated to $s_{R}(t)$, which is then broadcast to the two user terminals in the third TS. Users 1 and 2 can obtain $d_{2}(t)=$ $d_{1}(t) \oplus\left(d_{1}(t) \oplus d_{2}(t)\right)$ and $d_{1}(t)=d_{2}(t) \oplus\left(d_{1}(t) \oplus d_{2}(t)\right)$, respectively. Thus, the NC scheme needs three TSs to complete information exchange. For the PNC scheme, two users simultaneously send their signals during the first TS. Assuming perfect synchronization, the relay node $R$ receives the sumsignal $\left(s_{1}(t)+s_{2}(t)\right)$ of the two users. After mapping the sum-signal into the encoded data $d_{R}(t)=d_{1}(t) \oplus d_{2}(t)$, relay node $R$ broadcasts the PNC signal [as shown in Fig. 1(c)]. Thus, the PNC scheme needs only two TSs to complete information exchange.

## B. UDC-Based PNC for the 3-Node Network

This paper presents two types of UDC-based PNC schemes for the 3-node network. These two schemes are elaborated as follows.

1) UDC-Based AF PNC Scheme: The frame of the AF mode is shown in Fig. 2, and the system block diagram is shown in Fig. 3.


Fig. 1. Traditional, NC, and PNC schemes, where "Mod" and "Map" represent modulation and mapping, respectively. (a) Traditional scheme. (b) NC scheme. (c) PNC scheme.


Fig. 2. UDC-based AF PNC scheme.


Fig. 3. Transceiver diagram of the UDC-based AF PNC scheme.


Fig. 4. UDC-based DF PNC scheme.


Fig. 5. Transceiver diagram of the UDC-based DF PNC scheme.

This scheme consists of two TSs. During the first TS, two separate user terminals simultaneously transmit data sequences to the relay node, denote by $\tilde{d}_{1}(t)$ and $\tilde{d}_{2}(t)$. In the first TS, $\tilde{d}_{1}(t)$ and $\tilde{d}_{2}(t)$ pass through UDC encoders $C_{1}$ and $C_{2}$, yielding encoded data sequences $d_{1}(t)$ and $d_{2}(t)$, respectively. The encoded data $d_{1}(t)$ and $d_{2}(t)$ are then modulated into $s_{1}(t)$ and $s_{2}(t)$ apiece. Next, the modulated signals $s_{1}(t)$ and $s_{2}(t)$ are transmitted through two separate flat fading channels. The relay node directly forwards the combined sum-signal with only some simple signal processing, i.e., decision. In the second TS, the relay node broadcasts the combined sum-signal to the two user terminals.

This scheme has three major features in comparison to its conventional PNC counterpart. First of all, the sum data rate at the relay node, $R_{1}+R_{2}$, is greater than 1 and smaller than 2 , where $R_{1}$ and $R_{2}$ are the rates of users 1 and 2 , respectively. This will be further introduced in the following section. Since the relay node in this scheme only decodes and forwards the received combined sum-signal, this does not change the data rate. Second, the UDC decoding table is required at each terminal node. Third, this scheme is unable to take advantages of the error detection (or correction) feature of UDC, since the relay node does not perform UDC decoding.
2) UDC-Based DF PNC Scheme: Fig. 4 illustrates the UDCbased DF PNC scheme. Actually, this scheme can be seen as a special case of PNC, since the only difference is that UDC encoding is performed before modulation as shown in Fig. 5. Consequently, the relay node needs to first detect the sum-signal and then map the detected signal with NC, i.e., $d_{R}(t)=d_{1}(t) \oplus$ $d_{2}(t)$.

Aided by UDC, this scheme is capable of improving the BER. Moreover, it is applicable to not only the AWGN channel but also the flat fading channel. The UDC decoding table is only needed at the relay node, whereas in the AF PNC case it is needed at each user terminal. This helps reduce the design complexity of the receiver.


Fig. 6. Traditional, PNC, and UDC-based AF PNC of a 4-node network.

## C. Multiple-Node Network

For a multiple-node network with $M$ user terminals and one relay node, assuming there are no direct links between any two users, the traditional non-NC scheme needs $2 M$ TSs for information exchange. For PNC, the smallest number of TSs is $2 M-2$. Take the 4-node network shown in Fig. 6 as an example. In the first TS, users 1 and 2 send signals to relay node $R$, which then broadcasts the network-coded signal to all the nodes in the second TS. Hence, users 1 and 2 are able to obtain each other's information after the second TS. During the third TS, users 1 and 3 send signals to the relay node, which broadcasts the network-coded signal in the fourth TS. User 3 recovers user 1's information in the fourth TS, and then obtains user 2's information according to the received signal of the first TS. Similarly, user 2 can recover the information from user 3 by using the information from user 1 . Therefore, it is easy to see that the difference between the traditional and PNC schemes is insignificant with the increase in $M$.

Because multiple-user UDC can separate multiple users simultaneously, the UDC-based schemes with both the AF and DF modes are able to exchange information in two TSs for an $M$-node ( $M>2$ ) network. Because of the significantly reduced number of TSs, AF/DF provides a higher throughput than that provided by PNC. The challenge lies in the design of effective multiple-user UDCs. There have been some reported studies on multiple-user UDC [42]-[44]. However, this still remains an open research problem.

## III. Special Class of the Proposed Schemes

## A. Uniquely Decodable Codes

UDC is proposed for the multiple-access channel [36], in which multiple information sequences from independent users are encoded and combined into a single sequence. At the receiver, the decoder separates this coded sequence into the original sequences of the multiple users. Thereby, the coded sequence must possess a structural property such that it can be uniquely separated. The key issue of UDC is to construct UDCs for users.

Suppose $V_{n}$ is the vector space of all the $n$-tuples over $\mathrm{GF}(2)$, and $C_{m}$ is a subset of $V_{n}$. Denote the number of codewords in $C_{m}$ by $\left|C_{m}\right|$. If and only if, two different $n$-tuple vectors

TABLE I
Decoding Table for Uniquely Decodable Pair, $C_{1}=\{00,11\}$ AND $C_{2}=\{00,01,10\}$

|  |  | $C_{1}$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 0 | 0 | 1 | 1 |  |
| $C_{2}$ | 0 | 0 | 0 | 0 | 1 | 1 |
|  | 0 | 1 | 0 | 1 | 1 | 2 |
|  | 1 | 0 | 1 | 0 | 2 | 1 |

$\mathbf{u}_{m}, \mathbf{v}_{m} \in C_{m}$ satisfy the following condition:

$$
\begin{equation*}
\sum_{m=1}^{M} \mathbf{u}_{m} \neq \sum_{m=1}^{M} \mathbf{v}_{m} \tag{1}
\end{equation*}
$$

then, set $C_{m}$ is supposed to constitute the UDC codewords of the $m$ th user.

Sum rate $R_{\text {sum }}$ is defined as

$$
\begin{equation*}
R_{\mathrm{sum}}=\frac{1}{n} \log _{2} \prod_{m=1}^{M}\left|C_{m}\right| \tag{2}
\end{equation*}
$$

Consider a simple case where the code length is $n=2$, and the UDCs for users 1 and 2 are $C_{1}=\{00,11\}$ and $C_{2}=\{00,01,10\}$ with the decoding table given in Table I. The rate pair for $C_{1}$ and $C_{2}$ is $(0.5,0.7925)$. By looking up Table I, any received vector can be decoded into two codewords $C_{1}$ and $C_{2}$ without ambiguity.

In this section, we take the given UDC pair listed in Table I as an example to elaborate on the theory behind our proposed schemes. The encoded vector set for users 1 and 2 are $\mathbf{d}_{1}=\left(d_{1}(0), d_{1}(1)\right) \in\{00,11\}$ and $\mathbf{d}_{2}=\left(d_{2}(0), d_{2}(1)\right) \in$ $\{00,01,10\}$, respectively. Although this UDC pair is simple, yet it provides high data rates and is instrumental in understanding the principles behind UDC.

## B. AF Mode

The diagram of the UDC-based AF PNC scheme is shown in Fig. 3. Since BPSK is assumed, the modulated signal of the $u$ th user $s_{u}(t)(t=0, \ldots, n-1)$ can be expressed as

$$
\begin{equation*}
s_{u}(t)=\sqrt{E_{c}}\left(2 d_{u}(t)-1\right) \tag{3}
\end{equation*}
$$

where $u=1$ or $2, E_{c}$ is the symbol power in one symbol time, and $\mathbf{s}_{u}=\left(s_{u}(0), s_{u}(1), \ldots, s_{u}(n-1)\right)$.

Let us first consider the case without AWGN and Rayleigh fading. The received signal $r_{R}(t)$ at the relay node $R$ becomes $r_{R}(t)=s_{1}(t)+s_{2}(t)$. The detailed results are shown in Table II.

Then, we consider the case with flat fading. It is assumed that the channel impulse response remains constant during a single codeword interval. In this case, the time interval of a codeword equals that of two symbol intervals, since the codeword length is $n=2$. Without consideration of AWGN, the received signal at the relay node is given by $r_{R}(t)=h_{1} s_{1}(t)+h_{2} s_{2}(t)$. For convenience of notation, we define the following:

$$
\left\{\begin{array}{l}
x=\sqrt{E_{c}}\left(h_{1}+h_{2}\right)  \tag{4}\\
y=\sqrt{E_{c}}\left(h_{1}-h_{2}\right)
\end{array}\right.
$$



Fig. 7. Mapping process of the UDC-based AF PNC scheme. (a) Without noise. (b) With noise.

Suppose $s_{R}(t)$ is the result of $r_{R}(t)$ after decision, and is broadcast in the second TS. For simplicity, define the mapping set $\Psi$ as the detected codeword in the noiseless channel, and $|\Psi|$ denotes the cardinality of $\Psi$. Apparently, there is a one-to-one correspondence between $\Psi$ and the users. As shown in Table III, there are $|\Psi|=6$ elements in $\Psi$, and $\Psi=\left\{\psi_{1}, \psi_{2}, \psi_{3}, \psi_{4}, \psi_{5}, \psi_{6}\right\}=$ $\{(x, x),(y, y),(-x,-y),(y, x),(-y,-x),(x, y)\}$.

It may occur that $s_{R}(t)$ does not belong to $\Psi$ when performing hard-decision, resulting in erasure symbols $(\xi, \xi)$ at the relay node that will be broadcast in the second TS. The mapping set $\Psi$ is utilized for decoding at the user nodes so that the data sequences transmitted by different users can be decoded without ambiguity. We use a simple hard-decision example to elaborate on the decoding procedure at the user node in the second TS. If the received signal is $(x, y)$, then $\mathbf{d}_{1}=(1,1)$ and $\mathbf{d}_{2}=(1,0)$ are decoded. If the received signal falls outside of $\Psi$, then it is considered that the erasure symbols $(\xi, \xi)$ are received by both users.

However, $s_{R}(t)$ can always be decoded inside set $\Psi$ using soft decision, based upon the minimum Euclidean distance criterion. The mapping progress under the AF mode is illustrated in Fig. 7.

## C. DF Mode

"XOR" is adopted as the mapping operation at the relay node $R$, i.e., $d_{R}(t)=d_{1}(t) \oplus d_{2}(t)$. Denote the data sequence after mapping by a vector $\mathbf{d}_{R}=\left(d_{R}(0), \ldots, d_{R}(n-1)\right)$ with the UDC codeword length of $n$, which equals 2 in our case. The mapping process is presented in Table IV.

Table IV establishes a mapping relationship between the received sum-signal vector $\mathbf{r}_{R}=\left(r_{R}(0), r_{R}(1)\right)$ and data sequence $\mathbf{d}_{R}$. Fig. 8 shows the mapping process without the AWGN. The relationship is given as.

1) If received signal $\mathbf{r}_{R}=(-x,-x)$, then $\mathbf{d}_{R}=(0,0)$.
2) If received signal $\mathbf{r}_{R}=(y, y)$, then $\mathbf{d}_{R}=(1,1)$.
3) If received signal $\mathbf{r}_{R}=(-x,-y)$, then $\mathbf{d}_{R}=(0,1)$.
4) If received signal $\mathbf{r}_{R}=(y, x)$, then $\mathbf{d}_{R}=(1,0)$.
5) If received signal $\mathbf{r}_{R}=(-y,-x)$, then $\mathbf{d}_{R}=(1,0)$.
6) If received signal $\mathbf{r}_{R}=(x, y)$, then $\mathbf{d}_{R}=(0,1)$.

When noise is included, the received signal at $R$ will become as follows:

$$
\begin{equation*}
r_{R}(t)=h_{1} s_{1}(t)+h_{2} s_{2}(t)+n(t) \tag{5}
\end{equation*}
$$

where $n(t)$ is the Gaussian noise with variance $\sigma^{2}$.

TABLE II
Received Signal at the Relay Node Without Considering Flat Fading

|  |  |  | User 1 |  |
| :---: | :---: | :---: | :---: | :---: |
|  | $\left(s_{1}(0), s_{1}(1)\right)=\left(-\sqrt{E_{c}},-\sqrt{E_{c}}\right)$ | $\left(s_{1}(0), s_{1}(1)\right)=\left(\sqrt{E_{c}}, \sqrt{E_{c}}\right)$ |  |  |
| User 2 | $\left(s_{2}(0), s_{2}(1)\right)=\left(-\sqrt{E_{c}},-\sqrt{E_{c}}\right)$ | $\left(r_{0}, r_{1}\right)=\left(-2 \sqrt{E_{c}},-2 \sqrt{E_{c}}\right)$ | $\left(r_{0}, r_{1}\right)=(0,0)$ |  |
|  | $\left(s_{2}(0), s_{2}(1)\right)=\left(-\sqrt{E_{c}}, \sqrt{E_{c}}\right)$ | $\left(r_{0}, r_{1}\right)=\left(-2 \sqrt{E_{c}}, 0\right)$ | $\left(r_{0}, r_{1}\right)=\left(0,2 \sqrt{E_{c}}\right)$ |  |
|  | $\left(s_{2}(0), s_{2}(1)\right)=\left(\sqrt{E_{c}},-\sqrt{E_{c}}\right)$ | $\left(r_{0}, r_{1}\right)=\left(0,-2 \sqrt{E_{c}}\right)$ | $\left(r_{0}, r_{1}\right)=\left(2 \sqrt{E_{c}}, 0\right)$ |  |

TABLE III
Received Signal at the Relay Node in Consideration of Flat Fading

|  |  |  | User 1 |  |
| :---: | :---: | :---: | :---: | :---: |
|  | $\left(s_{1}(0), s_{1}(1)\right)=\left(-\sqrt{E_{c}},-\sqrt{E_{c}}\right)$ | $\left(s_{1}(0), s_{1}(1)\right)=\left(\sqrt{E_{c}}, \sqrt{E_{c}}\right)$ |  |  |
| User 2 | $\left(s_{2}(0), s_{2}(1)\right)=\left(-\sqrt{E_{c}},-\sqrt{E_{c}}\right)$ | $\left(r_{0}, r_{1}\right)=(-x,-x)$ | $\left(r_{0}, r_{1}\right)=(y, y)$ |  |
|  | $\left(s_{2}(0), s_{2}(1)\right)=\left(-\sqrt{E_{c}}, \sqrt{E_{c}}\right)$ | $\left(r_{0}, r_{1}\right)=(-x,-y)$ | $\left(r_{0}, r_{1}\right)=(y, x)$ |  |
|  | $\left(s_{2}(0), s_{2}(1)\right)=\left(\sqrt{E_{c}},-\sqrt{E_{c}}\right)$ | $\left(r_{0}, r_{1}\right)=(-y,-x)$ | $\left(r_{0}, r_{1}\right)=(x, y)$ |  |

TABLE IV
Data Sequence Mapping at Relay Node $R$ Using "XOR"

|  |  | User 1 |  |
| :--- | :--- | :--- | :--- |
|  | $\mathbf{d}_{1}=(0,0)$ | $\mathbf{d}_{1}=(1,1)$ |  |
| User 2 | $\mathbf{d}_{2}=(0,0)$ | $\mathbf{d}_{R}=(0,0)$ | $\mathbf{d}_{R}=(1,1)$ |
|  | $\mathbf{d}_{2}=(0,1)$ | $\mathbf{d}_{R}=(0,1)$ | $\mathbf{d}_{R}=(1,0)$ |
|  | $\mathbf{d}_{2}=(1,0)$ | $\mathbf{d}_{R}=(1,0)$ | $\mathbf{d}_{R}=(0,1)$ |



Fig. 8. Mapping process of the UDC-based DF PNC scheme. (a) Without noise. (b) With noise.

Noise will cause mapping errors. For example, assume that the correctly detected signal vector is $(-x,-x)$; if there are no mapping errors, the mapped output vector will be $(0,0)$. With one mapping error, the mapped output will be either $(0,1)$ or $(1,0)$, whereas the output is $(1,1)$ if there are two mapping
errors. The mapping process of the UDC-based DF PNC scheme in a noisy channel is illustrated in Fig. 8.

After obtaining the mapped data sequence $d_{R}(t)$, it is then modulated into $s_{R}(t)$ and broadcast to both users 1 and 2 .

At each user terminal, users 1 and 2 perform $d_{2}(t)=$ $d_{1}(t) \oplus\left(d_{1}(t) \oplus d_{2}(t)\right)$ and $d_{1}(t)=d_{2}(t) \oplus\left(d_{1}(t) \oplus d_{2}(t)\right)$, respectively, to complete information exchange.

## IV. Theoretical Analysis of the Proposed Schemes

In this section, we will analyze the symbol error rate (SER) of the proposed schemes with the AF and DF modes. It is assumed that the channel state information (CSI) is perfectly known at both the transmitters and receivers, and that BPSK modulation is used. Meanwhile, there are no sysnchronization errors, and 0 s and 1 s are generated with equiprobability by each user.

## A. General SER Analysis

The end-to-end system SERs of the proposed schemes are determined both by the first TS (multiple-access phase) and the second TS (broadcast phase).

We first discuss the first TS. Without loss of generality, we assume $\left|h_{1}\right|^{2}>\left|h_{2}\right|^{2}>0$. It is noted that the probability of $\left|h_{1}\right|^{2}=\left|h_{2}\right|^{2}$ is extremely small, and thus negligible for a random fading channel. The received signal at the relay node can be expressed as (6), shown at the bottom of this page.

Denote by $p_{a \rightarrow b}(=P(b \mid a))$ the probability of detected symbol $b$, given that symbol $a$ is transmitted. $f(r \mid x), f(r \mid y)$,

$$
\begin{align*}
r_{R}(t) & =h_{1} s_{1}(t)+h_{2} s_{2}(t)+n(t) \\
& = \begin{cases}\sqrt{E_{c}} h_{1}+\sqrt{E_{c}} h_{2}+n(t)=x+n(t), & \text { if } s_{1}(t)=\sqrt{E_{c}}, s_{2}(t)=\sqrt{E_{c}} \\
\sqrt{E_{c}} h_{1}-\sqrt{E_{c}} h_{2}+n(t)=y+n(t), & \text { if } s_{1}(t)=\sqrt{E_{c}}, s_{2}(t)=-\sqrt{E_{c}} \\
-\sqrt{E_{c}} h_{1}+\sqrt{E_{c}} h_{2}+n(t)=-y+n(t), & \text { if } s_{1}(t)=-\sqrt{E_{c}}, s_{2}(t)=\sqrt{E_{c}} \\
-\sqrt{E_{c}} h_{1}-\sqrt{E_{c}} h_{2}+n(t)=-x+n(t), & \text { if } s_{1}(t)=-\sqrt{E_{c}}, s_{2}(t)=-\sqrt{E_{c}}\end{cases} \tag{6}
\end{align*}
$$

$f\left(\left|h_{1}\right|^{2}\right)$, and $f\left(\left|h_{2}\right|^{2}\right)$ are defined as the probability density functions (PDFs) given by

$$
\begin{align*}
& f(r \mid x)=\frac{1}{\sqrt{2 \pi} \sigma} \exp \left\{-\frac{\left[r-\sqrt{E_{c}}\left(h_{1}+h_{2}\right)\right]^{2}}{2 \sigma^{2}}\right\} \\
& f(r \mid y)=\frac{1}{\sqrt{2 \pi} \sigma} \exp \left\{-\frac{\left[r-\sqrt{E_{c}}\left(h_{1}-h_{2}\right)\right]^{2}}{2 \sigma^{2}}\right\} \\
& f\left(\left|h_{1}\right|^{2}\right)=\frac{\left|h_{1}\right|^{2}}{\sigma_{\text {Ray }}^{2}} \exp \left(-\frac{\left(\left|h_{1}\right|^{2}\right)^{2}}{2 \sigma_{\text {Ray }}^{2}}\right) \\
& f\left(\left|h_{2}\right|^{2}\right)=\frac{\left|h_{2}\right|^{2}}{\sigma_{\text {Ray }}^{2}} \exp \left(-\frac{\left(\left|h_{2}\right|^{2}\right)^{2}}{2 \sigma_{\text {Ray }}^{2}}\right) \tag{7}
\end{align*}
$$

where $\left|h_{1}\right|^{2}$ and $\left|h_{2}\right|^{2}$ follow the same Rayleigh distribution with variance $\sigma_{\text {Ray }}^{2}$.

It is easy to see that the optimal decision thresholds for the given scheme are respectively $h_{1} \sqrt{E_{c}}, 0$ and $-h_{1} \sqrt{E_{c}}$, owing to the facts that the transmit signals are of equiprobability and BPSK modulated. Thus, we arrive at (8), shown at the bottom of this page, where we have the following:

$$
P=\iint_{\left|h_{1}\right|^{2}>\left|h_{2}\right|^{2}} f\left(\left|h_{1}\right|^{2}\right) f\left(\left|h_{2}\right|^{2}\right) \mathrm{d}\left|h_{1}\right|^{2} \mathrm{~d}\left|h_{2}\right|^{2}
$$

Because of the symmetry between $x$ and $-x$, it is easy to show that

$$
\left\{\begin{array}{l}
p_{(-x) \rightarrow(-y)}=p_{x \rightarrow y}  \tag{9}\\
p_{(-x) \rightarrow y}=p_{x \rightarrow(-y)} \\
p_{(-x) \rightarrow x}=p_{x \rightarrow(-x)} \\
p_{(-x) \rightarrow(-x)}=p_{x \rightarrow x}
\end{array}\right.
$$

Similarly, we have (10), as shown at the bottom this page, where

$$
\left\{\begin{array}{l}
p_{(-y) \rightarrow(-x)}=p_{y \rightarrow x}  \tag{11}\\
p_{(-y) \rightarrow y}=p_{y \rightarrow(-y)} \\
p_{(-y) \rightarrow x}=p_{y \rightarrow(-x)} \\
p_{(-y) \rightarrow(-y)}=p_{y \rightarrow y}
\end{array}\right.
$$

For further discussions, define $p_{\psi_{i} \rightarrow \psi_{j}}\left(=P\left(\psi_{j} \mid \psi_{i}\right)\right)$ as the probability that detects codeword $\psi_{i}$ as $\psi_{j}$, where $\psi_{i}\left(\psi_{j}\right) \in \Psi$. It is easy to derive the expression of $p_{\psi_{i} \rightarrow \psi_{j}}$, according to the expressions of $p_{a \rightarrow b}$. For example, assuming $\psi_{i}=(-x,-x)$ and $\psi_{j}=(x, y)$, we have $p_{\psi_{i} \rightarrow \psi_{j}}=p_{(-x) \rightarrow(x)} p_{(-x) \rightarrow(y)}$.

In the second TS, $s_{R}(t)$ is broadcast to the two users, and the received signal by the $u$ th, user $r_{u}(t)$, is given as

$$
\begin{equation*}
r_{u}(t)=h_{R u} s_{R}(t)+n_{u}(t) \tag{12}
\end{equation*}
$$

where $h_{R u}$ is the channel gain between the relay node and the $u$ th user in the second TS, and $n_{u}(t)$ is the AWGN. It can be readily shown that the SER of the second $\mathrm{TS}, P_{e, \mathrm{BC}}$,

$$
\begin{align*}
& p_{x \rightarrow y}=P(y \mid x)=\frac{1}{P} \iint_{\left|h_{1}\right|^{2}>\left|h_{2}\right|^{2}}\left[\int_{0}^{h_{1} \sqrt{E_{c}}} f(r \mid x) \mathrm{d} r\right] f\left(h_{1}\right) f\left(h_{2}\right) \mathrm{d} h_{1} \mathrm{~d} h_{2} \\
& p_{x \rightarrow(-y)}=P(-y \mid x)=\frac{1}{P} \iint_{\left|h_{1}\right|^{2}>\left|h_{2}\right|^{2}}\left[\int_{-h_{1} \sqrt{E_{c}}}^{0} f(r \mid x) \mathrm{d} r\right] f\left(h_{1}\right) f\left(h_{2}\right) \mathrm{d} h_{1} \mathrm{~d} h_{2} \\
& p_{x \rightarrow(-x)}=P(-x \mid x)=\frac{1}{P} \iint_{\left|h_{1}\right|^{2}>\left|h_{2}\right|^{2}}\left[\int_{-\infty}^{-h_{1} \sqrt{E_{c}}} f(r \mid x) \mathrm{d} r\right] f\left(h_{1}\right) f\left(h_{2}\right) \mathrm{d} h_{1} \mathrm{~d} h_{2} \\
& p_{x \rightarrow x}=P(x \mid x)=\frac{1}{P} \iint_{\left|h_{1}\right|^{2}>\left|h_{2}\right|^{2}}\left[\int_{h_{1} \sqrt{E_{c}}}^{+\infty} f(r \mid x) \mathrm{d} r\right] f\left(h_{1}\right) f\left(h_{2}\right) \mathrm{d} h_{1} \mathrm{~d} h_{2} \tag{8}
\end{align*}
$$

$$
\begin{align*}
p_{y \rightarrow x} & =P(x \mid y)=\frac{1}{P} \iint_{h_{1}>h_{2}}\left[\int_{h_{1} \sqrt{E_{c}}}^{+\infty} f(r \mid y) \mathrm{d} r\right] f\left(h_{1}\right) f\left(h_{2}\right) \mathrm{d} h_{1} \mathrm{~d} h_{2} \\
p_{y \rightarrow(-y)} & =P(-y \mid y)=\frac{1}{P} \iint_{h_{1}>h_{2}}\left[\int_{-h_{1} \sqrt{E_{c}}}^{0} f(r \mid y) \mathrm{d} r\right] f\left(h_{1}\right) f\left(h_{2}\right) \mathrm{d} h_{1} \mathrm{~d} h_{2} \\
p_{y \rightarrow(-x)} & =P(-x \mid y)=\frac{1}{P} \iint_{h_{1}>h_{2}}\left[\int_{-\infty}^{-h_{1} \sqrt{E_{c}}} f(r \mid y) \mathrm{d} r\right] f\left(h_{1}\right) f\left(h_{2}\right) \mathrm{d} h_{1} \mathrm{~d} h_{2} \\
p_{y \rightarrow y} & =P(y \mid y)=\frac{1}{P} \iint_{h_{1}>h_{2}}\left[\int_{0}^{h_{1} \sqrt{E_{c}}} f(r \mid y) \mathrm{d} r\right] f\left(h_{1}\right) f\left(h_{2}\right) \mathrm{d} h_{1} \mathrm{~d} h_{2} \tag{10}
\end{align*}
$$

can be obtained as

$$
\begin{align*}
P_{e, \mathrm{BC}}= & \int \frac{1}{2} \operatorname{erfc}\left(\sqrt{\frac{E_{c}\left(h_{R u}\right)^{2}}{2 \sigma^{2}}}\right) \\
& \cdot\left[\frac{h_{R u}}{\sigma_{\text {Ray }}^{2}} \exp \left(-\frac{h_{R u}^{2}}{2 \sigma_{\text {Ray }}^{2}}\right)\right] \mathrm{d} h_{R u} . \tag{13}
\end{align*}
$$

Actually, the end-to-end system SER, $P_{e}$, consists of two parts corresponding to the multiple-access channel (first TS) and the broadcast channel (second TS), respectively. As a result, we have the following:

$$
\begin{equation*}
P_{e}=1-\left(1-P_{e, \mathrm{MAC}}\right)\left(1-P_{e, \mathrm{BC}}\right) \tag{14}
\end{equation*}
$$

where $P_{e, \text { MAC }}$ is the SER of the multiple-access channel.

## B. SER of the AF Mode

We discuss the SERs of the AF mode both with the softdecision and hard-decision cases.

1) SER Upper Bound of Soft Decision: For ease of exposition, define $N_{\psi_{i} \rightarrow \psi_{j}}$ as the number of symbol errors when codeword $\psi_{i}$ is erroneously detected as $\psi_{j}$. It is obvious that $1 \leq N_{\psi_{i} \rightarrow \psi_{j}} \leq n$. Let $P_{\text {out }}$ be the probability that $\mathbf{s}_{R}$ is detected outside $\Psi$.

There exist three detection scenarios. The first scenario is that the codeword is correctly recovered. The second one is that $s_{R}$ is wrongly detected to be a codeword in $\Psi$, while the last scenario is that $s_{R}$ is detected as a codeword outside $\Psi$.

Thanks to the above three detection scenarios and two TSs of information exchange completion, there are nine cases in total when analyzing the system SER. Assume that the correctly detected codeword is $\psi_{i}$, while $\psi_{j}$ and $\psi_{k}(j \neq k)$ are the erroneously detected codewords. The nine cases are discussed in detail in the following.

1) The detected codeword of the first TS corresponds to the first case, which means the detected codeword is $\psi_{i}$. If the detected codeword of the second TS is also case one, there is no detected error. If the detected codeword of the second TS belongs to case two, the detected codeword is $\psi_{j}$ and the corresponding symbol errors are $N_{\psi_{i} \rightarrow \psi_{j}}$. If the detected codeword of the second TS is case three, the final detected codeword is viewed as erasure codeword $(\xi, \xi)$ implying two symbol errors. Thus, at this time, the average $\mathrm{SER}, P_{1}$, is derived as

$$
\begin{equation*}
P_{1}=\sum_{i=1}^{|\Psi|} \frac{1}{|\Psi|} \cdot \frac{p_{\psi_{i} \rightarrow \psi_{i}}}{1-P_{\mathrm{out}}}\left(\sum_{j=1, j \neq i}^{|\Psi|} \frac{1}{n} P_{\psi_{i} \rightarrow \psi_{j}} \cdot N_{\psi_{i} \rightarrow \psi_{j}}+P_{\mathrm{out}}\right) \tag{15}
\end{equation*}
$$

2) The detected codeword in the first TS corresponds to case two, which means the detected codeword is $\psi_{j}$. If the detected codeword of the second TS is case one, there are no further errors, and the corresponding symbol errors are still $N_{\psi_{i} \rightarrow \psi_{j}}$. If the detected codeword of the second TS is $\psi_{k}(k \neq j)$, no error occurs when $k=i$, and $N_{\psi_{j} \rightarrow \psi_{k}}$ errors occur when $k \neq i$. Similarly, $P_{\text {out }}$ is the probability of $\psi_{j}$ being out of $\Psi$ after the
decision. Thus, the average $\mathrm{SER}, P_{2}$, is given as:
$P_{2}=\sum_{i=1}^{|\Psi|} \sum_{j=1}^{|\Psi|} \frac{1}{|\Psi|} \cdot \frac{p_{\psi_{i} \rightarrow \psi_{j}}}{1-P_{\text {out }}}\left(\sum_{k=1, k \neq i}^{|\Psi|} \frac{1}{n} p_{\psi_{j} \rightarrow \psi_{k}} \cdot N_{\psi_{j} \rightarrow \psi_{k}}+P_{\text {out }}\right)$.
When soft decision is considered at the relay, all the received codewords can find a corresponding codeword in $\Psi$ by using the minimum Euclidean distance. There is no detected codeword outside mapping table set, $\Psi$. Thus, we can derive an upper bound of the average SER as $P_{e, \mathrm{AF}}=P_{1}+P_{2}$.
3) Hard Decision: For convenience, we use the codeword error rate (CWER), $P_{\mathrm{cw}}$, to approximate the $\mathrm{SER}, P_{e}$, for the harddecision situation. Since an arbitrary symbol error in a codeword can result in an incorrect codeword; thus, the relationship between the CWER and the SER is given as $P_{e} \leq P_{\mathrm{cw}} \leq n P_{e}$. For the proposed case of $n=2$, we have $P_{e} \approx P_{\mathrm{cw}}$. Define the CWERs of the multiple-access and broadcast channels as $P_{\mathrm{cw}, \mathrm{MAC}}$ and $P_{\mathrm{cw}, \mathrm{BC}}$, respectively. The SER of the AF mode can be shown as

$$
\begin{align*}
P_{\mathrm{cw}} & =1-\left(1-P_{\mathrm{cw}, \mathrm{MAC}}\right)\left(1-P_{\mathrm{cw}, \mathrm{BC}}\right) \\
& =1-\sum_{i=1}^{|\Psi|} \frac{1}{|\Psi|} p_{\psi_{i} \rightarrow \psi_{i}} \sum_{i=1}^{|\Psi|} \frac{1}{|\Psi|} p_{\psi_{i} \rightarrow \psi_{i}} . \tag{17}
\end{align*}
$$

## C. SER of the DF Mode

For the DF mode, the SER of the broadcast channel, $P_{e, \mathrm{BC}}$, is similar to (13), since the users can directly recover the received data sequences without using the mapping table. Thus, it is only necessary to discuss the $P_{e, \text { MAC }}$ part of the SER of the multipleaccess channel, which is determined by the mapping table.

1) SER Upper Bound of Soft Decision: Similar to the AF mode, there are two cases for the detected codewords in the first TS when employing soft decision. The first one is correct detection, while the other one is incorrectly detected codewords that are located in set $\Psi$. Thus, $P_{e, \text { MAC }}$ can be calculated as

$$
\begin{equation*}
P_{e, \mathrm{MAC}}=\sum_{i=1}^{|\Psi|} \frac{1}{|\Psi|} \sum_{j=1}^{|\Psi|} \frac{1}{n} \frac{p_{\psi_{i} \rightarrow \psi_{j}}}{1-p_{\mathrm{out}}} N_{\psi_{i} \rightarrow \psi_{j}} \tag{18}
\end{equation*}
$$

Plugging (18) into (14), we are able to derive the average SER, $P_{e, \mathrm{DF}, \text { soft }}$, as

$$
\begin{equation*}
P_{e, \mathrm{DF}, \mathrm{soft}}=1-\left(1-P_{e, \mathrm{MAC}}\right)\left(1-P_{e, \mathrm{BC}}\right) \tag{19}
\end{equation*}
$$

2) Hard Decision: The main difference between the hard decision and the soft decision is that $s_{R}(t)$ may be decoded out of the mapping table set, $\Psi$. When the detected codeword falls outside the mapping table set, $\Psi$, the erasure codeword $(\xi, \xi)$ is achieved at the relay node, which will be sent out in the second TS. Although there exists a probability that detected $\mathbf{r}_{u}=\left(r_{u}(0), r_{u}(1)\right)$ may fall into the mapping table set, $\Psi$, again in the second TS, yet this probability is so small that it can be ignored. Under such conditions, the average SER of the

DF mode is given as:

$$
\begin{equation*}
P_{e, \mathrm{DF}, \text { hard }}=\sum_{i=1}^{|\Psi|} \frac{1}{|\Psi|}\left[\left(1-P_{\mathrm{out}}\right) P_{e, D F, \text { soft }}+P_{\mathrm{out}}\right] . \tag{20}
\end{equation*}
$$

## V. General Case for the Proposed Scheme

In previous sections, we discussed the UDC-based PNC schemes based upon a simple and efficient UDC and BPSK modulation. To generalize the proposed systems, where $M>2$, the architecture of the transmitter and the receiver should be similar. It should be noted that a $\delta$-decodable UDC is able to correct $\lfloor(\delta-1) / 2\rfloor$ or fewer errors, and thus improves the SER performance. Moreover, different modulation schemes may also affect the performance. The generalized UDC-based PNC system based upon a general $\delta$-decodable pair in conjunction with higher order modulation is capable of providing a much better performance.

In this section, multiple-user UDC-based PNC and pre-coding technique are introduced. It is noted that part of the multiple-user UDC-based PNC has been introduced in [47].

## A. Multiple-User UDC-Based PNC

To realize multiple-user UDC-based PNC, the key issue is to find $M$-user UDCs. This paper explores the UDC proposed by [45], which provides two codewords $\mathbf{x}_{m}$ and $\mathbf{y}_{m}$ for the $m$ th user. Thus, its sum rate, $R_{\text {sum }}=\frac{1}{n} \log _{2} \prod_{m=1}^{M} 2=M / n$.

Set $\mathbf{z}_{m}=\mathbf{x}_{m}-\mathbf{y}_{m}$, where $\mathbf{z}_{m} \in\{0,-1,1\}$. Define an $M \times n$ difference matrix, $\mathbf{D}$, for the $M$ users' codeword set $\left(C_{1}, C_{2}, \ldots, C_{M}\right)$, which contains $\mathbf{z}_{m}$ as a row. Let the rows of $\mathbf{D}$ be linearly independent over $\{0,-1,1\}$. For an arbitrary integer $l(1 \leq l \leq n)$, if the $l$ th component of $z_{m}$ is 0 , then the $l$ th components of $\mathbf{x}_{m}$ and $\mathbf{y}_{m}$ both equal to 0 . If the $l$ th component of $\mathbf{z}_{m}$ is 1 (or -1 ), then the $l$ th components of $\mathbf{x}_{m}$ and $\mathbf{y}_{m}$ are 1 and 0 (or 0 and 1), respectively. The initial value of $\mathbf{D}$ is $\mathbf{D}_{0}=[1]$, and the iterative procedure for computing the difference matrix $\mathbf{D}$ is given as

$$
\mathbf{D}_{b}=\left[\begin{array}{cc}
\mathbf{D}_{b-1} & \mathbf{D}_{b-1}  \tag{21}\\
\mathbf{D}_{b-1} & -\mathbf{D}_{b-1} \\
\mathbf{I}_{b-1} & \mathbf{0}_{b-1}
\end{array}\right]
$$

where $\mathbf{I}_{b-1}$ is the identity matrix of order of $2^{b-1}, \mathbf{0}_{b-1}$ is the zero matrix of order of $2^{b-1}$, and $b$ is the order of the difference matrix $\mathbf{D}$. When $b=1$ and suppose there are three users, then we have

$$
\mathbf{D}_{b}=\left[\begin{array}{cc}
\mathbf{1} & \mathbf{1}  \tag{22}\\
\mathbf{1} & -\mathbf{1} \\
\mathbf{1} & \mathbf{0}
\end{array}\right]
$$

Thus, the codeword set of each user is $C_{1}=\{11,00\}$, $C_{2}=\{10,01\}$, and $C_{3}=\{10,00\}$. If each user uses QPSK modulation, the mapping set at the relay is illustrated in Fig. 9.

There are some elements overlapping in case (c) because of different QPSK constellation, which makes the codewords no longer uniquely decodable. Moreover, the elements in set $\Psi$ vary with different constellation mappings in cases (a) and


Fig. 9. Different QPSK constellations and mapping sets, $\Psi$, at the relay node with three users.

TABLE V
Coding and BPSK Modulation Mapping for Three Users

| $C_{1}$ | $\{00,11\}$ | $S_{1}$ | $\{-1-1,11\}$ |
| :---: | :---: | :---: | :---: |
| $C_{2}$ | $\{01,10\}$ | $S_{2}$ | $\{-11,1-1\}$ |
| $C_{3}$ | $\{00,10\}$ | $S_{3}$ | $\{-1-1,1-1\}$ |

(b), thereby resulting in varying Euclidean distances. The minimum Euclidean distances for cases (a) and (b) are 2 and $\sqrt{2}$, respectively. So, assuming BPSK modulation, the mapping relationship is presented in Table V.

The subsequent analytical process is similar to that of the 2-user case, and is thus omitted for brevity purposes.

## B. Pre-Coding for the Proposed Scheme

As discussed in the preceding parts, the SER of the system is affected by the optimum decision threshold as shown in (6), which is a function of the channel impulse response, $h_{1}$ (or $h_{2}$ ). Consequently, the BER and the capacity of the system vary with the channel impulse response. This part will discuss pre-coding for the proposed schemes in an attempt to reduce the effect of the channel impulse response. The system diagram with pre-coding is illustrated in Fig. 10.

The main difference lies in the addition of a pre-coding processor inserted before transmission. If the CSI is known at each user terminal, the weights $w_{1}$ and $w_{2}$ for users 1 and 2 should be

$$
\left\{\begin{array}{l}
w_{1}=\frac{h_{1}^{*}}{\left|h_{1}\right|^{2}}  \tag{23}\\
w_{2}=\frac{h_{2}^{*}}{\left|h_{2}\right|^{2}} .
\end{array}\right.
$$

Thus, the received signal becomes

$$
\begin{align*}
r(t) & =h_{1}\left(w_{1} s_{1}(t)\right)+h_{2}\left(w_{2} s_{2}(t)\right)+n(t) \\
& =h_{1} \frac{h_{1}^{*}}{\left|h_{1}\right|^{2}} s_{1}(t)+h_{2} \cdot \frac{h_{2}^{*}}{\left|h_{2}\right|^{2}} s_{2}(t)+n(t) \\
& =s_{1}(t)+s_{2}(t)+n(t) \tag{24}
\end{align*}
$$



Fig. 10. Pre-coding for the proposed UDC-based PNC schemes.


Fig. 11. SER performances of the AF UDC-based PNC mode both in Rayleigh flat fading and AWGN channels, where $C_{1}=\{00,11\}$ and $C_{2}=\{00,01,10\}$.
where $x=2 \sqrt{E_{c}}$, and $y=0$. As can be seen from (21), the effect of flat fading is removed, and the channel becomes an AWGN equivalent one.

Pre-coding is useful in improving the system performance under the fading channel. However, the CSI needs to be known at the user terminals as well as at the relay node, along with a feedback link. The extra feedback channel increases the complexity of the system. Thus, channel estimation is also an interesting issue for the proposed schemes, which is beyond the scope of this paper.

## VI. Simulation Results

This section presents computer simulation results to validate both the SER and throughput performances of the proposed schemes.

## A. SER Performance

It is assumed that $\sigma_{\text {Ray }}^{2}=1$, and the UDC shown in Table I is used for the $M=2$ case. Figs. 11-13 plot the SER results of users 1 and 2 with different transmission modes. For fair comparison, each node (a user terminal or the relay node) is allocated the same transmit power.

As can be observed from Figs. 11 and 12, the SER performances of the proposed systems in Rayleigh fading channels are worse than those in AWGN channels. And, the traditional


Fig. 12. SER performances of the DF UDC-based PNC mode both in Rayleigh flat fading and AWGN channels, where $C_{1}=\{00,11\}$ and $C_{2}=\{00,01,10\}$.


Fig. 13. Comparison between the AF and DF modes in AWGN channels, where $C_{1}=\{00,11\}$ and $C_{2}=\{00,01,10\}$.

PNC provides the best SER performances among the AF and DF modes. Moreover, the theoretical results are almost in agreement with the simulated results in both the AWGN and Rayleigh fading channels. From Fig. 13, it is found that the DF mode offers a slightly better SER performance than that of the AF mode, since UDC is employed at both the user terminals and the relay node, which enables error detection (or correction) at all the nodes.


Fig. 14. Sum rate of the different UDC construction method, where $M$ is the number of users.

With the increasing of SNR, the difference between the AF and DF modes becomes smaller. By contrast, the AF mode exhibits a worse SER performance since the UDC is not used at the relay node. As for the AWGN channels, the SER performances are comparable to that of the PNC system.

## B. Throughput

In this paper, the throughput TP is defined as the number of bits successfully transmitted by the system per unit TS. Attributed to the properties of UDCs, the proposed schemes need only two TSs for complete information exchange, irrespective of the number of users in the system. As a result, given the sum rate of UDC, $R_{\text {sum }}$, the throughputs under the $\mathrm{AF}\left(\mathrm{TP}_{\mathrm{AF}}\right)$ and $\mathrm{DF}\left(\mathrm{TP}_{\mathrm{DF}}\right)$ modes can be expressed, respectively, as

$$
\begin{align*}
\mathrm{TP}_{\mathrm{AF}} & =R_{\mathrm{sum}} R_{s}\left(1-P_{e, \mathrm{AF}}\right) / 2 \\
\mathrm{TP}_{\mathrm{DF}} & =R_{\mathrm{sum}} R_{s}\left(1-P_{e, \mathrm{DF}}\right) / 2 \tag{25}
\end{align*}
$$

where $P_{e, \mathrm{AF}}$ (or $P_{e, \mathrm{DF}}$ ) is the BER of the proposed scheme, and $R_{s}$ is the symbol rate. Let $R_{s}$ be $10^{6} \mathrm{symbol} / \mathrm{s}$, and assume $P_{e, \mathrm{AF}}=P_{e, \mathrm{DF}}=0$. Thus, the maximum throughput of the UDC-based PNC is $\mathrm{TP}_{\mathrm{UDC}}=R_{\text {sum }} / 2 \mathrm{Mb} / \mathrm{s}$.

For the given simple UDC for two users (as shown in Table I), $\mathrm{TP}_{\mathrm{UDC}}=1.2925 / 2=0.6462 \mathrm{Mb} / \mathrm{s}$.

According to the different UDC construction method, its sum rate, $R_{\text {sum }}=M / n$, where $M=(b+2) \cdot 2^{b-1}$ and $n=2^{b}$, as shown in Fig. 14. Thus, the maximum throughput is $\mathrm{TP}_{\mathrm{UDC}}=$ $\frac{M}{2 n} \mathrm{Mb} / \mathrm{s}$. For example, when $M=3$ and $n=2$, its throughput is $0.75 \mathrm{Mb} / \mathrm{s}$; when $M=8$ and $n=4$, the throughput equals $1 \mathrm{Mb} / \mathrm{s}$. Obviously, the throughput of UDC-based PNC is an increasing function of $M$.

Since the PNC with $M$ users needs $2 M-2$ TSs to exchange information, the system throughput is given as

$$
\begin{equation*}
\mathrm{TP}_{\mathrm{PNC}}=\frac{M R_{s}\left(1-P_{e, \mathrm{PNC}}\right)}{2 M-2} \tag{26}
\end{equation*}
$$



Fig. 15. Throughput comparison between the UDC-based PNC and the classical PNC.


Fig. 16. System throughput of various comparative schemes with the AF and DF modes.
where $P_{e, \text { PNC }}$ is the BER of the $M$-user PNC system. Obviously, (26) is a decreasing function of $M$. When $M=2$, the PNC system has the maximum throughput of $\mathrm{TP}_{\mathrm{PNC}}=1 \mathrm{Mb} / \mathrm{s}$. When $M \rightarrow \infty, \mathrm{TP}_{\mathrm{PNC}}=0.5 \mathrm{Mb} / \mathrm{s}$.

The throughputs of the UDC-based PNC and the classical PNC are compared in Fig. 15. When $M=2$, the throughput of the UDC-based PNC is smaller than that of the PNC system. When $M \geq 3$, the throughput of the UDC-based PNC is equal to or larger than that of the PNC system. With the increase in $M$, the UDC-based PNC provides a better throughput performance than that by the classical PNC system.

Fig. 16 plots the system throughput of various schemes with both the AF and DF modes. From the figure, it can be seen that for any transmission scheme, if the SNR is large enough, its throughput in the AWGN channel is always higher than that in the Rayleigh fading channel. However, with an increase in the SNR, the discrepancy becomes smaller. And, if the SNR is large enough, the throughputs in the AWGN and the Rayleigh fading channels will be around the same. For all the schemes in the

AWGN channel, it is found that the DF mode provides a higher throughput than that by its AF counterpart, since its SER in the multiple-access channel is smaller than that in the AF mode.

## VII. Conclusion

This paper proposed new UDC-based PNC schemes for wireless cooperative communications, which extract and map data from different users at the relay node. It is capable of reducing the number of TSs for the $M$-node network, and thus, improves the system throughput. This paper also introduced two transmission schemes, i.e., the AF and DF modes, both of which provide different features. For example, the AF mode is relatively easy to implement, but offers a poorer SER performance. A notable advantage of the proposed UDC-based PNC schemes is that they work effectively in the flat fading channel with a small SER penalty. Therefore, the proposed schemes will be very useful for future wireless communications systems. There still remain some open and interesting problems for the proposed schemes, e.g., multiple-user UDC design, which will be studied in our future work.
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