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Abstract: One of the challenges in the field of remote sensing is how to automatically identify
and classify high-resolution remote sensing images. A number of approaches have been proposed.
Among them, the methods based on low-level visual features and middle-level visual features
have limitations. Therefore, this paper adopts the method of deep learning to classify scenes of
high-resolution remote sensing images to learn semantic information. Most of the existing methods
of convolutional neural networks are based on the existing model using transfer learning, while
there are relatively few articles about designing of new convolutional neural networks based on
the existing high-resolution remote sensing image datasets. In this context, this paper proposes a
multi-view scaling strategy, a new convolutional neural network based on residual blocks and fusing
strategy of pooling layer maps, and uses optimization methods to make the convolutional neural
network named RFPNet more robust. Experiments on two benchmark remote sensing image datasets
have been conducted. On the UC Merced dataset, the test accuracy, precision, recall, and F1-score all
exceed 93%. On the SIRI-WHU dataset, the test accuracy, precision, recall, and F1-score all exceed
91%. Compared with the existing methods, such as the most traditional methods and some deep
learning methods for scene classification of high-resolution remote sensing images, the proposed
method has higher accuracy and robustness.

Keywords: convolutional neural network; ResNet; semantic information; remote sensing images;
scene classification; TensorFlow

1. Introduction

With the continuous development of remote sensing technology, a large number of high-resolution
remote sensing images have been generated. How to effectively identify and classify high-resolution
remote sensing images automatically has become a technical problem that needs to be solved urgently
in the field of remote sensing [1]. High-resolution remote sensing image scene classification is widely
used in land use, natural disaster monitoring, urban planning, computer mapping, vegetation mapping,
geospatial target detection, and other applications [2–4].

In terms of abstraction level, scene classification of remote sensing images has experienced the
development from pixel to object and then to the semantic scene [5]. In the early 1970s, the spatial
resolution of satellite images was low, and the pixel size was usually larger and at most close to the
size of the target of interest, so most remote sensing image analysis methods were based on per-pixel
or even sub-pixel analysis [6]. With the development of remote sensing technology and the continuous
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improvement of spatial resolution, scene classification based solely on pixel-level encountered a
bottleneck [7]. Therefore, researchers described and analyzed the object-level of remote sensing images.
Although the performance of the object-level classification method is better than that of the pixel-level
classification method, semantic information is not involved. Therefore, researchers began to analyze
the semantic-level of scenes [7]. The scene image mentioned here refers to local image patches manually
extracted from large-scale remote sensing images containing explicit semantic categories. Marking
images according to semantic categories is the goal of semantic-level scene classification, and it is a
challenging problem, because when describing a land cover image of a given category, there may be
great variability in different scales and directions. With the refinement of classification, the problem of
high intra-class variability and low inter-class distance becomes more and more serious [5].

For semantic-level remote sensing image scene classification, effective feature representation
plays an important role in constructing a high-performance scene classification method. According
to the features used in remote sensing scene classification, the existing remote sensing image scene
classification methods can be divided into three categories: the methods based on low-level visual
features, the methods based on middle-level visual features, and the methods based on high-level
visual features [8]. Among them, low-level visual features mainly represent spectral, texture, shape,
and spatial information of remote sensing images extracted by professionals. The usual methods
are color histogram [9], texture descriptor, generalized search tree (GIST) [10], scale-invariant feature
transformation (SIFT) [11], histogram of oriented gradient (HOG) [12], and so on. Low-level visual
features are obtained by manual feature extraction. Due to the subjectivity of the selection of features
and the semantic gap between semantic categories of the scene and low-level visual features, the scene
classification methods based on low-level visual features are often not so effective when the remote
sensing scene images become complex. Middle-level visual features include two cases. The first case is
to abstract the low-level visual features by means of quantization and coding, such as bag of visual
words (BoVW) [13], spatial pyramid matching (SPM) [14], probabilistic topic models (PTM) [15], Fisher
vector coding [16], latent Dirichlet allocation (LDA) [17], etc. The second case is unsupervised feature
learning, which can automatically learn features from a large number of unmarked data through a
specific unsupervised learning algorithm, such as principal component analysis (PCA) [18], k-means
clustering, sparse coding [19], autoencoder [20], etc. Middle-level visual features are the bridge between
the lower-level visual features and semantic categories of scenes. The scene classification methods
based on middle-level visual features have more advantages than the classification methods based on
low-level visual features and still have great potential for the expression and abstraction of complex
scene content features. High-level visual features refer to the use of the deep learning method to extract
abstract semantic information of images. It is well known that deep learning, like the mechanism of
the human brain, is a process of abstraction layer by layer. The low-level features of deep learning
are features such as edges or colors, while higher level features are the abstraction of lower-level
features, and the features extracted by top-level of the deep learning methods are the abstract semantic
information of the previously mentioned features. At present, there are many deep learning models,
such as deep belief network (DBN) [21], deep Boltzmann machine (DBM) [22], stacked autoencoder
(SAE) [23], convolutional neural network (CNN) [24], and so on. The deep learning methods can fully
mine the correlation between data, automatically learn the complex structure of high-dimensional
data. Top-level features of deep learning also have the characteristic of semantic abstraction, which can
establish direct mapping with semantic categories of scenes. All these characteristics make high-level
visual features more suitable for semantic scene classification. The methods based on high-level visual
features have achieved the best results in scene classification of high-resolution remote sensing images.

As the most important learning framework in scene classification, the convolutional neural
network shows strong learning ability in scene classification of remote sensing images. Training new
convolutional neural networks often requires a large amount of data. However, the number of images
in the shared datasets of high-resolution remote sensing images is very limited, which fails to meet the
requirements of designing an ideal model of convolutional neural network. In addition, it is difficult to
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train a new convolutional neural network, which requires high-performance computing devices and
long training time. Therefore, there are relatively few related articles about training new convolutional
neural networks with shared datasets of high-resolution remote sensing images. In order to further
develop the deep learning methods in remote sensing image scene classification, it is necessary to
construct new convolutional neural networks and conduct relevant researches.

In order to solve the problems existing in the field of scene classification of high-resolution remote
sensing images, this paper proposes a scene classification method of high-resolution remote sensing
images based on RFPNet. The main contributions of the paper are as follows:

(1) The paper proposes a multi-view scaling strategy, which is a data amplification strategy, aiming
to solve the problem of the limited number of images in the current high-resolution remote
sensing image datasets. The difference between the multi-view scaling strategy and other dataset
amplification methods is that different parts of the labeled boxes can be cropped randomly,
and four interpolation algorithms are selected randomly to stretch the scale of the image, so as
to serve as the input of the neural network. This method can not only enlarge the number of
datasets, but also introduce noise through interpolation, thus improving the generalization ability
of the convolutional neural network constructed.

(2) This paper proposes the structure of RFPNet to learn high-level visual features of high-resolution
remote sensing images for scene classification. The main characteristic of the RFPNet structure
is to adopt the residual block, so that the accuracy will not reduce when adding more layers to
the model constructed; The fusion strategy of pooling layer feature maps is proposed to ensure
the integrity of information by solving the problem of information loss in the process of pooling.
In order to further improve the accuracy of the model, the paper also uses the optimization
methods of Dropout, parameter norm penalty, and the moving average model, to avoid the
overfitting problem caused by the limited data in the existing high-resolution remote sensing
image datasets.

The specific structure of this paper is as follows: there is a brief introduction on related work in
Section 2; the proposed method is presented in Section 3; the experimental results of the proposed
method on two benchmark datasets are presented in Section 4; the discussion is presented in Section 5;
the conclusion is given in Section 6.

2. Related Work

In the following section, convolution neural networks and the application of convolution neural
networks in remote sensing image scene classification are briefly introduced.

2.1. Convolutional Neural Network

The convolutional neural network (CNN) was proposed by Fukushima [25] in 1980 and revised
by LeCun [26]. In recent years, CNN has shown outstanding performance in natural language
processing [27], disaster discovery [28], synthetic biomedicine [29], optical fiber communication [30],
holographic image reconstruction [31], artificial intelligence program of go [32] and so on. With the
advent of the era of big data, it is possible to train complex models with large-scale datasets on
high-performance computing platforms (such as high-performance computers, graphics workstations,
cloud computing platforms, etc.). In this context, many convolution neural network models have
been proposed, such as LeNet [33], AlexNet [34], Overfeat model [35], VGGNet [36], GoogleNet [37],
SPPNet [38], ResNet [39], MobileNets [40], ZFNet [41], DenseNet [42], and so on. CNN is a multi-layer
network structure, whose basic structure mainly includes input layer, convolutional layer, pooling
layer, fully connected layer, and output layer, as shown in Figure 1. The following are introduced
in details.
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1. Input layer: The input layer is the input of the whole CNN. In the neural network of image
processing, it generally represents the pixel matrix of the image.

2. Convolutional layer: The convolutional layer is used to extract image features. Low-level
convolutional layer extracts shallow features (such as edges, lines, and corners). High-level
convolutional layer further learns abstract features through the input of low-level features.
The convolutional layer obtains multiple feature activation maps by convolving the convolution
kernel of a specific size with the previous layer, as shown in Equation (1).

Xl
j = f

∑
i∈M j

(Xl−1
i ∗Kl

i j + bl
j)

, (1)

where M j represents the input image set, Xl
j represents the jth feature map of the l layer, “*”

represents the operation of convolution, Xl−1
i is the ith feature map of the l-1 layer, Kl

i j represents

the filter connecting the jth feature map of the l layer and the ith feature map of the l-1 layer, bl
j is

the bias, f [·] represents the nonlinear activation function that can solve problems that cannot be
solved by linear models. The activation functions commonly used include sigmoid, tanh, ReLU,
etc. The calculation equation is as follows:

sigmoid : f (x) =
1

1 + e−z , (2)

tanh : f (x) =
ez
− e−z

ez + e−z , (3)

ReLU : f (x) = max(0, x), (4)

3. Pooling layer: The introduction of a pooling layer is to reduce dimension and abstract the input
image by imitating the human visual system. By sampling the convolved feature maps, the useful
information of the image is preserved and the redundant data is removed, thus effectively
preventing the overfitting problem and speeding up the computation speed. What’s more,
the pooling layer has feature invariance which can make the model more concerned with the
presence of certain features rather than the specific location of the features and tolerate some
small displacement of features. There are generally two kinds of operations: maximum pooling
and average pooling. The calculation equation of pooling layer is as follows:

Xl
j = f

[
βl

jdown(Xl−1
i ) + bl

j

]
, (5)

where down(·) is a sub-sampling function, β represents the sub-sampling coefficient, Xl
j represents

the jth feature map in the l layer, Xl−1
i is the ith feature map in the l-1 layer, bl

j is the bias, and f [·]
represents the nonlinear activation function.

4. Fully connected layer: The fully connected layer is usually used in the last layers of the network,
which can combine the information transmitted in the former layers to achieve the explicit
expression of classification.
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5. Output layer: CNN’s input image is passed over the layers of a convolutional layer, pooling layer,
and fully connected layer, and it is finally passed through the classifier in the form of a category
or probability. The logistic regression model is commonly used for binary classification problems,
while the Softmax classifier is commonly used for multi-classification problems. The Softmax
classifier is essentially a normalized exponential function. Assuming that the training set is
composed of m tag samples

{
(x(1), y(1)), . . . , (x(m), y(m))

}
, where y(i) ∈ {1, 2, . . . , k}. Supposing

that the input data x is given, the probability value of j of each category p(y = j
∣∣∣x) needs to be

estimated by using the hypothesis function whose equation is as follows:

hθ(x(i)) =


p(y(i)= 1|x(i);θ)
p(y(i)= 2|x(i);θ)

...
p(y(i)= k|x(i);θ)

 =
1

k∑
j=1

eθ
T
j x(i)


eθ

T
1 x(i)

eθ
T
2 x(i)
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eθ
T
k x(i)


, (6)

where θ1,θ2, . . . ,θk ∈ Rn+1 is the parameter and the expression 1/
k∑

j=1
eθ

T
j x(i) plays the role of

normalization and ensures that the sum of probabilities of all categories is 1. The loss function of
the whole system is

J(θ) = −
1
m


m∑

i=1

m∑
j=1

1
{
y(i) = j

}
log

eθ
T
j x(i)
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l=1

eθ
T
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where the function 1{·} is defined as: 1{the expression value is true} = 1, 1{the expression value is
false} = 0 , j = 1, 2, . . . , k. The gradient equation of the loss function is as follows:

∇θ j J(θ) = −
1
m

m∑
i=1

[
x(i)(1

{
y(i) = j

}
− p(y(i) = j

∣∣∣∣x(i);θ))], (8)

The parameter θ j is updated by Equation (9), and the probability that x is classified as j is
determined by Equation (10).

θ j := θ j − α∇θ j J(θ), (9)

p(y(i) = j|x(i);θ) =
eθ

T
j x(i)

k∑
l=1

eθ
T
j x(i)

, (10)

2.2. The Application of Convolution Neural Network in Remote Sensing Image Scene Classification

As an important learning framework in the field of computer vision, CNN has shown strong
learning ability in remote sensing image scene classification. The classification research of remote
sensing image scene based on deep convolutional neural networks appeared successively around
2015 [43,44]. The research methods in this field are mainly based on two ideas:

1. Full-trained network: A new CNN is designed and trained based on the currently shared remote
sensing image scene dataset, as shown in Figure 2.

2. Transfer learning: The deep convolutional neural network model based on the large-scale image
dataset is applied to remote sensing image scene classification directly or by fine-tuning, as shown
in Figure 3.
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Based on the first idea, Luus et al. proposed a multiscale input strategy for multi-view deep
learning and proved that the proposed method can improve prediction accuracy [43]. Basu et al.
investigated the classification performance of convolutional neural networks with different depths
on SAT-4 and SAT-6 datasets [45]. Zhang et al. proposed a gradient boosting random convolutional
network (GBRCN) framework which can combine many deep neural networks effectively for scene
classification and achieved good result [1]. Liu et al. proposed a deep random-scale stretched
convolutional neural network (SRSCNN) for HSR remote sensing imagery and confirmed that the
proposed method performs better than the traditional scene classification methods [46].

Based on the second idea, Castelluccio et al. fine-tuned CaffeNet and GoogleNet on the datasets of
UC Merced and Brazilian Coffee Scenes to improve classification accuracy [5]. Hu et al. used AlexNet,
CaffeNet, VGGNet, and PlacesNet to extract the features of high-resolution remote sensing images,
the results revealed that the features from pre-trained CNNs generalize well and are more expressive
than the low-level and mid-level features [44]. Zhang et al. used pre-trained CNN models including
AlexNet, VGGNet, and GoogleNet to extract features of remote sensing datasets, and used linear
support vector machine (SVM) to classify the remote sensing scene categories [8]. Marmanis et al.
adopted OverFeat network to extract features and sent features into the CNN classifier for supervised
learning, so as to solve the limited-data problem [47]. Nogueira et al. performed experiments with
six popular convolutional neural networks using three remote sensing datasets and obtained good
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results [48]. Liu et al. fine-tuned VGG deep networks to classify high-resolution remote sensing images,
which significantly reduced training times and computing burden as well [49].

The method of transfer learning, which is commonly used in most articles, will generally produce
higher classification results compared with the full-trained network method. Since the method of
building a new CNN model is driven by the target task, it can theoretically generate more accurate
features and complete the classification task better. However, the number of high-resolution remote
sensing images in the shared datasets is limited, so the classification accuracy is relatively low.
At present, there are only a few works on the structural design of CNN based on shared remote sensing
image datasets. However, in order to further develop the method of deep learning in high-resolution
remote sensing scene classification, it is necessary to construct a new convolutional neural network
based on the existing datasets.

3. Proposed Method

In this paper, a scene classification strategy using the full-trained network method based on
shared high-resolution remote sensing datasets is proposed. This section is divided into three parts:
(1) Multi-View Scaling Strategy; (2) The Structure of RFPNet; (3) Optimization Methods.

3.1. Multi-View Scaling Strategy

Training new convolutional neural networks often requires a large amount of data. However, the
amount of data in the existing high-resolution remote sensing datasets is still limited, which cannot
meet the requirements of designing an ideal CNN model. Therefore, this paper proposes a dataset
amplification method—multi-view scaling strategy. Since high-resolution remote sensing images are a
snapshot of the earth, objects on the surface of the earth are usually randomly distributed in the scene.
As a result, the distribution mode of surface objects with different perspectives and scales is also very
important for the scene classification of high-resolution remote sensing images.

In fact, in order to solve the problem of limited labeled data in the field of high-resolution remote
sensing image scene classification, many dataset amplification methods have been proposed. Different
from the method of cutting the four corners and the center of the images to increase the number of
labeled data proposed in [43], the basic idea of the multi-view scaling strategy proposed in this paper
is to randomly cut the training data of high-resolution remote sensing image into different sizes and
then stretch them. The specific steps are shown in Figure 4.
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1. Labeling with boxes: In order to extract different information from different perspectives,
high-resolution remote sensing images are labeled with two boxes.

2. Random cropping: Different parts of the labeled boxes are cropped randomly and get different
pictures each time.
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3. Scale stretching: Four different size adjustment algorithms, including bilinear interpolation,
nearest neighbor interpolation, bicubic interpolation, and area interpolation method, are used
to stretch the intercepted image, so that the stretched image is the size of the input layer of the
constructed convolutional neural network.

4. Random flipping: Flip the image randomly with a certain probability.
5. Image standardization: Normalize the image, so that the mean brightness value becomes 0 and

the variance becomes 1, as shown in Equation (11).

image_standardization =
X − µ

max(σ, 1.0
√

N
)

, (11)

where X represents the image matrix, µ represents the mean value of the image, σ represents the
standard variance and N represents the number of pixels in the image.

3.2. The Structure of RFPNet

The RFPNet is based on the residual block and fusion strategy of pooling layer feature maps.
The overall structure is shown in Figure 5. The RFPNet consists of an input layer, 21 convolutional
layers, 6 pooling layers, 7 fully connected layers, and 1 output layer. The basic principle of RFPNet
construction is that the lower layers of the model use large convolutional kernels to extract shallow
features, and the higher layers of the model use small convolutional kernels to extract deep features.
The input of RFPNet is 256 × 256 × 3 pixels. Next, a 7 × 7 convolutional kernel is used to extract
large features. A maximum pooling layer is used to reduce dimension. A 5 × 5 convolutional kernel
is then used to extract features that are relatively smaller than the features extracted by the 7 × 7
convolutional kernel. After that, a residual block (each residual block contains three convolutional
layers) is used. Next, a maximum pooling layer is used to reduce feature dimensions. Through a
number of convolutional layers, residual blocks, and pooling layers, the features are feed into the
fully connected layer named FC layer7. In order to solve the problem of information loss caused by
the pooling operation, each maximum pooling layer is transformed into a one-dimensional feature
vector by using a fully connected layer, and then the vectors are cascaded and served as the input of a
fully connected layer named FC layer7, thus ensuring the integrity of information to a certain extent.
Finally, a Softmax classifier is used in the output layer of the model to complete the classification task.
The output size depends on the number of remote sensing scene classification categories. Subsequently,
the residual block and fusion strategy of pooling layer feature maps are introduced in detail respectively.
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3.2.1. The Residual Block

With the development of deep learning technology, CNN has made a breakthrough in the field
of image classification. However, as the depth of the convolutional neural network model increases,
gradient disappearance or gradient explosion will occur and even cause degradation if the depth
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is continuously deepened. In this context, ResNet was proposed in 2015 and has been used widely.
Existing network modules of ResNet series include Resnet-18, Resnet-34, Resnet-50, Resnet-101,
Resnet-152, and so on.

ResNet consists of several residual blocks which can greatly improve network performance.
The main characteristic of the residual block is to introduce shortcut connections, which are those parts
skipping one or more layers, thus making the learning goal of the network become the minimization
of residuals. Assuming that the input of the multi-layer network is x and the expected mapping output
is H(x), the optimization objective changes from fitting output H(x) to fitting the difference between
output and input H(x)-x. The plain network and the residual block are shown in Figure 6. The plain
network is to learn a complete output, while the residual block is to learn the difference between the
output and input.
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In the residual block, what the residual mapping learned can be expressed as follows:

F = W2σ(W1x), (12)

where σ represents the nonlinear function ReLU, and the biases are omitted for the sake of convenience.
The output expression of the residual block is determined by Equation (13).

H(x) = F(x, {Wi}) + x, (13)

Although shortcut connections are used, Equation (13) does not introduce new parameters and increase
the calculation amount. It should be noted that the x and F(x, {Wi}) in Equation (13) must have the
same dimension. When the input and output dimensions need to be changed, such as changing the
number of channels, the linear transformation of x can be made in the shortcut connection and then
connected to the following layer, the expression is as follows:

H(x) = F(x, {Wi}) + Wsx, (14)

The partial derivative Equation (13) is as follows:

∂H
∂x

=
∂x + ∂F(x, W)

∂x
= 1 +

∂F(x, W)

∂x
, (15)

It can be seen from Equation (15) that the residual block is highly sensitive to small changes.
There are two kinds of typical structures of the residual block named 2-layer residual block

and 3-layer residual block, as shown in Figure 7. In the 2-layer residual block, the input of the kth
layer is connected with the output of k+2th layer by shortcut connection, and their vector addition
result is taken as the input of k+3th layer. Since only vectors with the same dimension can be added,
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the dimensions of feature maps are reduced and increased in the 3-layer residual block by two 1 × 1
convolutional kernels.Appl. Sci. 2019, 9, x FOR PEER REVIEW 11 of 26 
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3.2.2. Fusion Strategy of Pooling Layer Feature Maps

Although the pooling layer has the effect of characteristic invariance and dimension reduction,
dimension reduction will lead to the loss of useful information and the detail information will be
ignored. Based on this problem, this paper proposes the fusion strategy of pooling layer feature
maps, as shown in Figure 8. The features in each pooling layer are expanded into a one-dimensional
vector through a fully connected layer. Features are then cascaded through the final fully connected
layer. Finally, classification is carried out through the output layer. This strategy can make the
semantic information contained in different pooling layers complement each other and retain the
details, thus improving the classification accuracy.
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3.3. Optimization Methods

In the training process of CNN, when there are too many parameters in the model but the training
data is limited, it is easy to produce the phenomenon that the gap between training error and the test
error is too large, that is, the overfitting problem. Therefore, Dropout strategy and parameter norm
penalty are adopted to avoid overfitting, and the moving average model is adopted to make the model
more robust.

3.3.1. Dropout

The basic principle of Dropout is to lose part of hidden layer neurons each time, which is equivalent
to training on different networks each time, thus effectively reducing the interdependence between
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neurons, as shown in Figure 9. By adding the Dropout strategy, the calculation method of forwarding
propagation changes from Equation (1) into Equation (17).

r(l−1)
∼ Bernolli(p), (16)

xl
j = f [

∑
i∈M j

(r(l−1)
∗ xl−1

i ) ∗Wl
i j + bl

j], (17)

where Equation (16) indicates that each value in the vector r(l−1) is a Bernoulli distribution with
probability p generating values of 0 and 1, that is, each layer of the model blocks part of the input
vector xl−1

i of l-1th layer through the vector r(l−1), making the model approximate to the sub-network
model sampled by the overall network model and the output of lth layer xl

j is obtained by forward
propagation. The weight updating in the backpropagation stage is also carried out on the subnetwork
model obtained by sampling.

The Dropout strategy is added after fully connected layer named FC layer7 in the RFPNet to
weaken the mutual adaptability and overfitting problem of network neurons, thus improving the
generalization ability of the model.
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3.3.2. Parameter Norm Penalty

The basic idea of parameter norm penalty is to add a parameter norm penalty Ω(θ) that describes
the complexity of the model into the loss function J, the regularized loss function J̃ is shown in
Equation (18).

J̃(θ; X, y) = J(θ; X, y) + αΩ(θ), (18)

where α is the parameter that measures the proportion of norm penalty term Ω(θ) in the regularized
loss function. By using the strategy of parameter norm penalty, the model cannot arbitrarily fit the
random noise in the training data. The effects are different with different parameter norm Ω(θ) whose
regularization methods include L1 regularization and L2 regularization. Where L1 regularization
represents the sum of the absolute values of all the elements in the vector, as shown in Equation (19).
While L2 regularization is the sum of squares of each parameter, as shown in Equation (20). In this
paper, L2 regularization is adopted.

Ω(θ) = ||W||1 =
∑

i

|Wi|, (19)

Ω(θ) =
1
2
||W||22 =

∑
i

W2
i , (20)
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3.3.3. Moving Average Model

The moving average model controls the amplitude of the variable update by constantly updating
the decay rate, which makes the model update faster at the initial stage of training and slower when it is
close to the optimal value. The decay rate and parameter update are shown in Equations (21) and (22).

decay_rate = min
{

init_decay,
1 + num_update

10 + num_update

}
, (21)

shadow_var = decay× shadow_var + (1− decay) × var, (22)

where init_decay is the initial decay rate, num_update is the number of model updates, shadow_var is the
value of the variable after the update, and var is the variable to be updated.

4. Results

In this part, the experimental setup is introduced firstly. A variety of evaluation indicators are then
used to comprehensively evaluate the experimental results. In order to prove the effectiveness of the
proposed method, experiments were conducted on UC Merced and SIRI-WHU datasets. Furthermore,
the accuracy of the proposed method is compared with traditional methods and deep learning methods.
In order to verify the method proposed in this paper, seven models are created for relevant verification.
For the sake of simplicity, each model is named according to its characteristic, as shown in Table 1.
The following is a detailed explanation.

(a) WMS-RFPNet represents the convolutional neural network with RFPNet structure and all
optimization methods but without the multi-view scaling strategy.

(b) MFPNet represents the convolutional neural network that adopts the multi-view scaling
strategy, fusion strategy of pooling layer feature maps, and all optimization methods, but does not use
the residual block.

(c) MRNet represents the convolutional neural network that adopts the multi-view scaling strategy,
the residual block, and all optimization methods but does not adopt the fusion strategy of pooling
layer feature maps.

(d) WD-RFPNet represents the convolutional neural network with the multi-view scaling
strategy, RFPNet structure, parameter norm penalty, and the moving average model, but without the
Dropout strategy.

(e) WPNP-RFPNet represents the convolutional neural network with the multi-view scaling
strategy, RFPNet structure, Dropout, and the moving average model, but without the parameter norm
penalty strategy.

(f) WWAM-RFPNet represents the convolutional neural network with the multi-view scaling
strategy, RFPNet structure, Dropout, and parameter norm penalty, but without the moving
average model.

(g) RFPNet represents the proposed method with the multi-view scaling strategy, RFPNet structure,
and all optimization methods.

Table 1. The models created for verification.

Name
Multi-View

Scaling
Strategy

The
Residual

Block

Fusion
Strategy Dropout

Parameter
Norm

Penalty

Moving
Average
Model

WMS-RFPNet
√ √ √ √ √

MFPNet
√ √ √ √ √

MRNet
√ √ √ √ √

WD-RFPNet
√ √ √ √ √

WPNP-RFPNet
√ √ √ √ √

WWAM-RFPNet
√ √ √ √ √

RFPNet
√ √ √ √ √ √
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4.1. Experiment Settings

This paper conducted experiments on the UC Merced dataset and the SIRI-WHU dataset, which
are adopted for the following three reasons:

(1) As benchmark datasets, these two datasets are widely used in the field of high-resolution
remote sensing image classification, so as to facilitate the comparison with the methods proposed by
other scholars.

(2) These two datasets contain a relatively small number of images, so it can further prove the
advantages of the dataset amplification method proposed in this paper.

(3) The two datasets are acquired by different sensors and contain scene images of different regions.
Therefore, experiments using these two different datasets can further prove the generalization ability
of the proposed method.

In the experiment, 80% of high-resolution remote sensing images were randomly selected as the
training set, and the remaining 20% was used as the test set. The batch size which refers to the number
of samples selected for a training iteration was set to 64. The regulation rate of L2 regulation was set to
0.0001. The initial decay rate of the moving average model was set to 0.9999. The training iteration is
set to 100,000. The experimental hardware platform was based on Intel E5-2680 V3 processor, TITAN V
GPU, 64G memory. The software platform of the experiment was based on Ubantu16.04, and adopted
CUDA 9.0, CUDNN 7, and TensorFlow1.12.0 environment.

4.2. Evaluation Indicators

Accuracy is a common indicator for classification evaluation, but the proposed method cannot be
comprehensively evaluated based on accuracy alone. Therefore, the paper uses accuracy, precision,
recall, and F1-score as the evaluation indicators. For a sample classification problem with a number of
M, which contains P positive examples, and N negative examples, the sample can be divided into four
cases according to the combination of real category and the predicted category: true positive (TP), false
positive (FP), true negative (TN), and false negative (FN).

Among them, TP is the positive example predicted to be positive, and the FN is the positive
example predicted to be negative, so the number of the positive example P is

P = TP + FN, (23)

Similarly, TN is the negative example judged to be negative, and FP is the negative cases predicted to
be positive, so the number of the negative example N is

N = TN + FP, (24)

The accuracy is the proportion of correct cases, and the calculation equation is

accuracy =
TP

P + N
, (25)

Precision is the proportion of truly positive examples in all cases predicted to be positive examples.
The calculation equation is

precision =
TP

TP + FP
, (26)

Recall is the proportion of all positive examples predicted to be positive examples, and the
calculation equation is

recall =
TP

TP + FN
, (27)
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F1-score is the comprehensive evaluation indicator of precision and recall, and the calculation
equation is

F1 =
2× precison× recall

precision + recall
, (28)

4.3. The Analysis of Test Results on the UC Merced Dataset

The UC Merced dataset [50] collected by the United States Geological Survey (USGS) is used to
prove the effectiveness of the proposed method. It contains 21 kinds of land scene with 100 images
in each category and covers various urban areas around the United States, as shown in Figure 10.
The size of each image is 256 × 256 pixels and the spatial resolution is about 30 cm. The UC Merced
dataset presents highly overlapping categories, such as “dense residential area”, “sparse residential
area”, and “medium residential area”, which further increases the difficulty of classification.
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Figure 10. Sample of 21 class UC Merced dataset: (a) tennis court; (b) storage tanks; (c) sparse
residential; (d) runway; (e) river; (f) parking lot; (g) overpass; (h) mobile home park; (i) medium
residential; (j) intersection; (k) harbor; (l) golf course; (m) freeway; (n) forest; (o) dense residential;
(p) chaparral; (q) buildings; (r) beach; (s) baseball diamond; (t) airplane; (u) agricultural.

Multiple indicators are used to evaluate the result, as shown in Figure 11. The accuracy, precision,
recall, and F1-score of each category all exceed 80%. The average accuracy, average precision, average
recall, and average F1-score of all categories are 93.3%, 94%, 93%, and 93%, respectively, which proves
that the proposed method has comprehensive advantages. The confusion matrix of the UC Merced
dataset is shown in Figure 12, from which we can see that the classification accuracy of a single category
ranged from 85% to 100%. The categories with 100% classification accuracy are runway, parking lot,
mobile home park, chaparral, beach, harbor, and freeway, which further proves the high performance
of the proposed method.
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Figure 11. Test result of accuracy, precision, recall, F1-score on the UC Merced dataset.
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In order to prove the effectiveness of the proposed method, the accuracy of the proposed method
is compared with traditional methods and deep learning methods on the UC Merced dataset. Different
evaluation indexes were used in the articles for comparison, but accuracy was used as their general
evaluation index. Therefore, in order to compare with other methods, the paper only compares the
accuracy so as to illustrate the advantages of the proposed method. As shown in Table 2, the method
proposed in the paper has achieved good results. Traditional methods mentioned in this paper refer
to the scene classification methods of high-resolution remote sensing images based on the low-level
visual features and the middle-level visual features. SPCK [51], BOVW [50], BRSK [52], SPMK [14],
Bag-of-SIFT [53], SPM [54], SAL_LDA [55], UFL [56], MinTree+KD-Tree [57] and Partlets [58] all belong
to the scene classification methods of high-resolution remote sensing images based on middle-level
visual features, and their accuracy is almost lower than that of the deep learning methods, let alone
the methods based on low-level visual features. Low-level visual features have certain limitations
in the semantic information description of scene classification. Compared with the classification
methods based on low-level features and high-level features, although the implementation process
of the classification methods based on low-level visual features is relatively simple, the classification
accuracy is the lowest. The presentation of middle-level visual features bridged the gap between
low-level features and semantic categories of scenes. Compared with the classification methods based
on low-level features, the classification methods based on middle-level features can improve the
classification accuracy, but the implementation process will be more complex. Compared with the
classification methods based on high-level features, the methods based on middle-level visual features
still have some problems in the expression of semantic categories. The methods of high-level visual



Appl. Sci. 2019, 9, 2028 17 of 26

features can avoid artificial feature selection and automatically learn potential features from data.
Therefore, the classification accuracy of the deep learning methods is generally higher than that of the
traditional methods. However, the methods based on deep learning require a lot of data for training,
which takes a long time and has high requirements for computer storage. Among deep learning
methods such as LPCNN [59], CNN with Overfeat feature [47], WMS-RFPNet, MRNet, MFPNet,
WD-RFPNet, WPNP-RFPNet, WMAM-RFPNet, and RFPNet, RFPNet has the highest classification
accuracy for the following reasons:

(1) The multi-view scaling strategy was adopted, and, thus, the CNN model can learn the
characteristics of the remote sensing images of different perspectives. On one hand the multi-view
scaling strategy is a method of dataset amplification, on the other hand the stretching method in the
multi-view scaling strategy is equivalent to adding noise in the process of the inputting data, which
can improve the generalization ability of the model. As shown in Table 2, the classification accuracy
of RFPNet is 31.66% higher than that of WMS-RFPNet, which proves that the effectiveness of the
multi-view scaling strategy for high-resolution remote sensing image scene classification.

(2) The adoption of the residual block greatly simplified the learning objective and the training
difficulty, and made it possible to deepen the network layer without reducing the accuracy rate.
As shown in Table 2, the classification accuracy of RFPNet is 4.52% higher than that of MFPNet, which
proves the effectiveness of the adoption of the residual block in scene classification of high-resolution
remote sensing images.

(3) The fusion strategy of pooling layer feature maps was adopted to cascade the features, which
ensured the integrity of information and solved the problem of information loss caused by the pooling
operation of traditional CNN. As can be seen in Table 2, the classification accuracy of RFPNet is
5.95% higher than that of MRNet, thus, proving the effectiveness of fusion strategy of pooling layer
feature maps.

(4) Dropout was adopted to randomly delete some hidden units, thus improving the generalization
ability of the model and reducing the phenomenon of overfitting. As can be seen in Table 2,
the classification accuracy of RFPNet is 5.95% higher than that of WD-RFPNet, thus proving the
effectiveness of using Dropout strategy.

(5) The parameter norm penalty strategy was adopted to control the complexity of the model
by adding penalty terms to the objective function, so as to solve the problem of overfitting. As can
be seen in Table 2, the classification accuracy of RFPNet is 2.38% higher than that of WPNP-RFPNet,
thus proving the effectiveness of using parameter norm penalty strategy.

(6) The moving average model was adopted to make the final model more robust. As can be
seen in Table 2, the classification accuracy of RFPNet is 4.28% higher than that of WMAM-RFPNet,
thus proving the effectiveness of using the moving average model.

Compared with other deep learning methods like LPCNN [59], CNN with Overfeat feature [47],
and so on, the proposed method also has its advantages.

Table 2. Comparison of classification methods based on the UC Merced dataset.

Attribute Method Accuracy (%)

Traditional methods

SPCK [51] 73.14
BOVW [50] 76.81
BRSK [52] 77.80
SPMK [14] 75.29

Bag-of-SIFT [53] 85.37±1.56
SPM [54] 86.8

SAL-LDA [55] 88.33
UFL [56] 81.67

MinTree+KD-Tree [57] 83.1±1.2
Partlets [58] 88.76
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Table 2. Cont.

Attribute Method Accuracy (%)

Deep learning methods

LPCNN [59] 89.9
CNN with Overfeat feature [47] 92.4

WMS-RFPNet 61.67
MFPNet 88.81
MRNet 87.38

WD-RFPNet 87.38
WPNP-RFPNet 90.95

WMAM-RFPNet 89.05
RFPNet 93.33

4.4. The Analysis of Test Result on the SIRI-WHU Dataset

In order to prove the effectiveness of the proposed method, the experiment was also carried out on
the SIRI-WHU dataset. The SIRI-WHU dataset [60] is Google’s 12 class image dataset. It was collected
by the remote sensing group of Wuhan university from Google Earth and mainly covers urban areas in
China. The size of each image is 200 × 200 pixels and the spatial resolution is 2 m. Each category of the
dataset has 200 images, as shown in Figure 13. Since satellite images in Google Earth are not a single
data source, but the integration of satellite images and aerial data, the images are different from those
in the UC Merced dataset.
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Figure 13. Sample of 12 class Google image dataset of SIRI-WHU: (a) water; (b) river; (c) residential;
(d) pond; (e) park; (f) overpass; (g) meadow; (h) industrial; (i) idle land; (j) harbor; (k) commercial;
(l) agriculture.

Multiple indicators are used to evaluate the result on the SIRI-WHU dataset, as shown in Figure 14.
In addition to meadow, the accuracy, precision, recall, and F1-score of other categories all exceed 80%.
The average accuracy, average precision, average recall and average F1-score of all categories are 91.5%,
92%, 91%, and 91%, respectively, which further proves that the proposed method has comprehensive
advantages. The confusion matrix of the SIRI-WHU dataset is shown in Figure 15a, from which we can
see that the classification accuracy of a single category ranged from 77% to 97%. The categories with 97%
classification accuracy are industrial, residential, water, and overpass, which further proves the high
effectiveness of the proposed method. The reason for the accuracy of SIRI-WHU dataset is lower than
that of UCM dataset is analyzed as follows: as can be seen in Figure 15a, the classification accuracy of
pond was only 80% and 10% pictures are misclassified as rivers. Worse still, the meadow classification
accuracy is the lowest among other categories and 12% pictures were misclassified into parks. As can
be seen in Figure 15b, the similarity between ponds and rivers leads to low classification accuracy.
As for meadow and park, the park is basically composed of meadow, there is little difference between
the two categories. In a word, the SIRI-WHU dataset is challenging due to the high similarity between
classes, and the good results on the SIRI-WHU dataset indicate the feasibility of the proposed method.
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In order to prove the effectiveness of the proposed method, the accuracy of the proposed method is
compared with traditional methods and deep learning methods on the SIRI-WHU dataset. As accuracy
is the general evaluation index of other comparison methods, this paper only compares the accuracy
of different methods. As shown in Table 3, the method proposed in the paper on the SIRI-WHU
dataset has achieved good results. Traditional methods mentioned in this paper also refer to the scene
classification methods of high-resolution remote sensing images based on low-level visual features
and middle-level visual features. SPM [14], LDA [17], PLSA [61], S-UFL [62], SIFT+BoVW [63], and
RF [64] are all high-resolution remote sensing scene classification methods based on middle-level visual
features, and their accuracy is mostly lower than that of deep learning methods, let alone the methods
of low-level visual features. The method of features integration [65] fuses low-level visual features
with middle-level visual features to improve the accuracy of scene classification, but the accuracy is
still lower than the method proposed in this paper. Because there is a semantic gap between low-level
visual features and scene semantic categories, the scene classification methods based on low-level
visual features often fail to achieve good results. Although middle-level visual features are abstract
expressions of low-level visual features, there are still some gaps between middle-level visual features
and semantic categories of scenes. High-level visual features extracted by deep learning methods
can simulate the human brain mechanism to interpret data and obtain better features. Therefore, the
classification accuracy of the deep learning method is generally higher than that of the traditional
methods. Among deep learning methods such as LPCNN [59], WMS-RFPNet, MRNet, MFPNet,
WD-RFPNet, WPNP-RFPNet, WMAM-RFPNet, and RFPNet, RFPNet has the highest classification
accuracy. Further analysis can be made through Table 3:
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(1) The classification accuracy of RFPNet is 8.3% higher than that of WMS-RFPNet, which proves
that the effectiveness of the multi-view scaling strategy for high-resolution remote sensing image
scene classification.

(2) The classification accuracy of RFPNet is 4.98% higher than that of MFPNet, which proves the
effectiveness of the adoption of the residual block in scene classification of high-resolution remote
sensing images.

(3) The classification accuracy of RFPNet is 2.83% higher than that of MRNet, thus proving the
effectiveness of the fusion strategy of pooling layer feature maps.

(4) The classification accuracy of RFPNet is 3.5% higher than that of WD-RFPNet, thus proving
the effectiveness of using the Dropout strategy.

(5) The classification accuracy of RFPNet is 0.87% higher than that of WPNP-RFPNet, thus proving
the effectiveness of using the parameter norm penalty strategy.

(6) The classification accuracy of RFPNet is 1.07% higher than that of WMAM-RFPNet, thus proving
the effectiveness of using the moving average model.

Even compared with other methods of deep learning like LPCNN [59] and so on, the proposed
method still has very good results.

Table 3. Comparison of classification methods based on the SIRI-WHU dataset.

Attribute Method Accuracy (%)

Traditional methods

SPM [14] 77.69±1.01
LDA [17] 60.32±1.20
PLSA [61] 89.60±0.89
S-UFL [62] 74.84

SIFT+BoVW [63] 75.63
RF [64] 89.29

Features integration [65] 88.64

Deep learning methods

LPCNN [59] 89.88
WMS-RFPNet 83.2

MFPNet 86.52
MRNet 88.67

WD-RFPNet 88
WPNP-RFPNet 90.63

WMAM-RFPNet 90.43
RFPNet 91.5

5. Discussion

Due to the importance of accuracy in the field of scene classification, this paper only introduced
the influence of each parameter on accuracy in this section. Learning rate, Dropout rate, the feature
length of the fully connected layer and the training iterations are all important parameters of CNN
and play an important role in classification accuracy. In Section 5.1, the influence of four different
learning rates on classification results is discussed. In Section 5.2, experiments were conducted for
seven different Dropout rates to analyze the best accuracy. In Section 5.3, the feature length of the fully
connected layer is evaluated. In Section 5.4, the test results corresponding to different iteration steps in
the training process are analyzed.

5.1. Analysis in Relation to Learning Rate

In this paper, the Adam optimization algorithm is adopted to carry out gradient descent, which
required the setting of learning rate. Learning rate determines how far the weights will move in the
gradient direction in a batch. If the learning rate is very low, the optimization time will become very
long. On the contrary, if the learning rate is high, the training may not converge. In order to test the
influence of different learning rates on the classification accuracy of RFPNet, experiments were carried



Appl. Sci. 2019, 9, 2028 21 of 26

out on the UC Merced dataset and the SIRI-WHU dataset respectively. With other parameters of
RFPNet network unchanged, the learning rate is adjusted to 0.01, 0.001, 0.0001, and 0.00001, as shown in
Figure 16. The trend of the UC Merced dataset’s accuracy is roughly the same as that of the SIRI-WHU
dataset. When the learning rate is set to 0.01, the classification results of the two datasets diverge.
When the learning rate is 0.0001, the training accuracy reaches the best result, and when the learning
rate is 0.00001, it is in a declining trend.
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5.2. Analysis in Relation to Dropout Rate

In the Dropout strategy, the Dropout rate p is the probability for one neuron to be discarded,
and the probability to be retained is 1-p. The larger p is, the more features will be discarded during
feature selection. The Dropout rates ranging from 0.2 to 0.8 were trained on the UC Merced dataset
and the SIRI-WHU dataset respectively under the condition of keeping other parameters unchanged.
The experimental results are shown in Figure 17. It can be seen that the classification accuracy of UC
Merced dataset is the highest when the Dropout rate is 0.5. For the SIRI-WHU dataset, the classification
accuracy is optimal when the Dropout rate is 0.8. It indicates that the optimal Dropout rate may not be
the same when using the same model and different datasets.
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5.3. Analysis in Relation to the Feature Length of the Fully Connected Layer

The main function of the fully connected layer is to map the learned representation of features
into the sample tag space. Increasing the feature length of the fully connected layer is equivalent to
increasing the number of neurons, which can theoretically improve the learning ability of the model.
However, if the feature length of the fully connected layer is too long, which, on one hand, will make
the learning ability too strong and lead to overfitting, on the other hand, will increase the operation
time and reduce the efficiency. In order to test the influence of feature length on classification accuracy,
the feature length of the fully connected layers from FC1 to FC6 is set as exponential multiples of 32, 64,
128, 256, 512, 1024 with other parameters unchanged, as shown in Figure 18. When the feature length
from FC1 to FC6 is 512, the classification accuracy is the highest on UCM dataset. For the SIRI-WHU
dataset, when the feature length from FC1 to FC6 is 64, the convolutional neural network has the best
feature expression ability.
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5.4. Analysis in Relation to the Training Iterations

The concept of iteration is the process of training once with a batch of samples. In order to analyze
the influence of different training iterations on test results, the corresponding experiments were carried
out. As shown in Figure 19, the accuracy of both the UC Merced dataset and SIRI dataset has not
changed significantly after about 25,000 iterations, and the accuracy then increases slowly, steadily, and
slightly. In the paper, with the adoption of the residual block, there is no gradient explosion or gradient
disappearance in the testing process, which indicates the advantages of the proposed method again.
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6. Conclusions

This paper presents a method for scene classification of high-resolution remote sensing images.
For the problem of limited data of the existing high-resolution remote sensing datasets, the multi-view
scaling strategy is adopted for data amplification, so as to improve the classification accuracy. At the
same time, the structure of RFPNet is constructed in the paper, which is characterized by the adoption of
the residual block and the fusion strategy of pooling layer feature maps. On one hand, the problems of
gradient disappearance and gradient explosion can be avoided, and on the other hand, the phenomenon
of information loss in the pooling process can be solved. In addition, dropout, parameter norm penalty,
and the moving average model are adopted to optimize the network structure of RFPNet.

In order to verify the effectiveness of the proposed method, experiments were performed on the UC
Merced dataset and the SIRI-WHU dataset. In order to comprehensively evaluate the proposed method,
the evaluation indexes in this paper include accuracy, precision, recall, and F1-score. Compared with
the traditional methods and deep learning methods, the proposed method has great advantages.

Different from the object-centered image classification tasks, scene classification often relies on
high-level semantics of the whole image for image classification. The multi-view scaling strategy
proposed in this paper adopts the random cropping method, which may crop out some useful or even
useless information, resulting in a relatively low classification result. Therefore, in future research
work, we plan to solve the above problems by means of supervised data augmentation with the help
of image tag information.
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