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A B S T R A C T

Adaptive optics systems (AOSs) rely on good estimation of a distorted wavefront. Two problems make centroid detection difficult, namely, the problem of a relatively
large subaperture that brings high-order aberrations and that of a large laser guide-star spot that brings in a large photon noise. To solve these problems, we proposed
an estimation method based on Poisson statistics to reduce the photon noise, and the high-order aberrations are partly separated from a spot image to well estimate
the slope in the subaperture. Simulation results indicate that our method performs better than the weighted center-of-gravity (WCOG) method and correlation method
(CM). Under the condition of SNR =20 and 𝑟0=13cm The root-mean-square values of the residual wavefront using the proposed method are approximately 10%,
50%, and 35% lower than those of the COG, WCOG, and CM, respectively. The proposed method would be highly beneficial for ground-based astronomical AO
systems intended to provide moderate to high Strehl ratios at near infrared wavelengths on larger than 10m-aperture telescopes.

1. Introduction

Adaptive optics systems (AOSs) have been widely used in large
ground-based telescopes to compensate the aberrations caused by atmo-
spheric turbulence [1,2]. Usually, a Shack–Hartmann wavefront sensor
(SHWFS) is utilized in the AOS to detect aberrations. In the AOS of a
telescope, the magnitude of the object is mainly limited by the wavefront
detection. Therefore, a bright guide star should be selected to detect
the aberrations for astronomical AOSs. However, because bright stars
in the sky are few, a laser guide star (LGS) is proposed to create
a relatively bright star in the sky. However, even if LGS is used to
produce a bright artificial star, the photon return remains insufficient
for highly precise detection. The photon return would vary according to
the telescope site and time of year. As reported from the Gemini South
telescope observation, photon return ranges from 10 to 90 ph/(cm2 s)
in 2011–2013 [3]. Meanwhile, the photon return ranges from 55 to
140 ph/(cm2 s) with an equivalent 𝑉 magnitude of 9.5 to 10.5 mag
at the zenith on a Keck telescope [4]. Even latest generation of guide
star lasers used, the photon return in subaperture per frame is possibly
low, and the LGS AOS would operate at a low SNR, which mainly limits
the performance of the LGS AOS. To increase the SNR, an electron
multiplying (EM) charge-coupled device (EMCCD) is used to suppress
the read-out noise with an EM gain and to reduce the effects of dark-
current noise by cooling. Thus, the photon noise becomes the main
noise. If a method is available that can eliminate the photon noise,
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LGS detection will become more precise. An LGS spot appears similar
to a stick-shaped image, instead of a point image [4,5]. The photon
noise error in the LGS spot is bigger than the Airy spot because of the
elongation.

In addition, error in detection will be generated because of the
mismatch between the imaging and detection wavebands. The sub-
aperture diameter of the SHWFS is designed according to the imaging
waveband, which is usually in the J, H, or K band. However, the
detection wavelength of a sodium LGS is always 589 nm. The diameter
of the subaperture is three or four times larger than 𝑟0 at a wavelength of
589 nm. Therefore, not only tip–tilt but also high-order aberrations are
present in one sub aperture such as shown in Fig. 1. Then, the detection
accuracy will decrease because of the effect of high-order aberrations.

Many centroid algorithms have been considered for wavefront de-
tection of the LGS, such as the center of gravity (COG), quad cell (QC),
matched filter (MF) [5–7], correlation method (CM) [8,9], and weighted
COG (WCOG) [10–12]. The QC method works only for weak turbulence
and is efficient for a noise detector under low-flux conditions [13].
The MF method works only when the spot image is a shifted copy
of a reference image and the amount of shift is small [5–7]. Among
these algorithms, the WCOG and CM yield fair performance and have
a large dynamic range. The WCOG reduces the effects of noise using
the weighting function, a time-averaged image. For the CM, the average
image is used as a reference image. Because the photon noise follows
a Poisson distribution, these methods based on filters cannot perfectly
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Fig. 1. The point spread function of different strength of turbulence.

Fig. 2. Schematic diagram of the LGS system.

eliminate the effect of the photon noise. In the present study, the Poisson
distribution of the photon noise is considered to reduce the photon-noise
effect. We have known well that no centroid algorithm can remove the
effect of high-order aberrations. In this paper, we propose a new method
to simultaneously reduce the effects of the high-order aberrations in the
subaperture and the photon noise.

2. Modeling the elongation spot

To investigate the wavefront detection of the LGS, an LGS model is
developed, as shown in Fig. 2.

The LGS elongation is calculated by [11]

𝜃𝑒𝑙𝑜 =
𝐿𝑑𝐻

𝐻(𝐻 + 𝑑𝐻)
(1)

where 𝐿 is the distance between the subaperture and the launched
position, 𝐻 is the height of the LGS, and dH is the thickness of the
sample. Single and bi-model profiles are considered for a sodium laser
beacon. The single model is centered at an altitude of 90 km with full
width half maximum (FWHM) of 10 km. The two peaks of the bi-modal
profile are centered at 84 and 94.5 km with FWHM values of 8.24 and
2.35 km, respectively.
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The non-elongated axis of the beam is 1.1′′ with condition of seeing
= 1′′ and the subaperture diameter is 0.5 m; these conditions are
the same as those in the European extremely large telescope [10,14].
The high resolution image is a convolution process of LGS and PSF in

Fig. 3. Spots with different 𝐿 values. (a) First line: single sodium profile. (b)
Second line: bi-model sodium profile.

Fig. 4. Flow diagram of the emulation.

subaperture [9]. And then, images without noise and turbulence of the
LGS spot at the resolution of a subaperture can be simulated, as shown
in Fig. 3.

The flow diagram of the simulation is shown in Fig. 4.
𝑂𝐿𝐺𝑆 denotes the object of the LGS, and 𝑃𝑆𝐹 𝑇𝑇 represents the point

spread function (PSF) of the average tip–tilt part in wavefront 𝜙. First,
turbulence phase 𝜙 is generated, and an image is obtained by the LGS
with a sodium profile convoluted with the PSF of the turbulence phase.
Then, the noise image is obtained from the convoluted image pulse
noises and degraded to an image with low resolution in the subaperture.
The centroid (𝑥, 𝑦) of the image is calculated using different centroid
algorithms. At the same time, the G-tilt, which is the average phase
gradient over the subaperture corresponding to the true spot centroid,
is calculated to generate average tip–tilt phase 𝜙0. The ideal image
without noise and influenced only by the tip–tilt is obtained from the
convolution process and is degraded to a low-resolution image. The true
spot centroid (𝑥0, 𝑦0) is calculated using COG to an ideal image. Finally,
centroid error 𝜎 is calculated by the following:

𝜎 =
√

⟨

(

𝑥 − 𝑥0
)2 +

(

𝑦 − 𝑦0
)2
⟩

. (3)

3. Theory of the method

First, the effects of high-order aberrations are analyzed for wavefront
detection of the LGS. In a subaperture, tip–tilt may be detected using the
displacement of the LGS spot. However, the high-order aberrations will
degrade the spot image, and the detection accuracy will then be reduced.
To conveniently analyze the effects of the high-order aberrations, the
distorted PSF of one subaperture is treated as a combination of 𝑃𝑆𝐹 𝑇𝑇
and PSF of high-order aberrations 𝑃𝑆𝐹𝐻𝐴. Thus, the spot image in
subaperture can be expressed as

𝐼 = 𝑂𝐿𝐺𝑆 ⊗ 𝑃𝑆𝐹
= 𝑂𝐿𝐺𝑆 ⊗ 𝑃𝑆𝐹𝑇𝑇 ⊗ 𝑃𝑆𝐹𝐻𝐴
= 𝐼𝑖𝑑𝑒𝑎𝑙 ⊗ 𝑃𝑆𝐹𝐻𝐴

(4)

where 𝑂𝐿𝐺𝑆 is the object of the LGS and 𝐼𝑖𝑑𝑒𝑎𝑙 is the image of the LGS
without high-order aberrations. We can see that if 𝐼𝑖𝑑𝑒𝑎𝑙 can be obtained,
the slope of the wavefront can be accurately computed. Furthermore, 𝐼
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Fig. 5. Performance of different method for different SNR. L = 10 m.

will be degraded by the photon noise, and degraded image 𝐼𝑛𝑜𝑖𝑠𝑒 obeys
the Poisson probability

𝑃 (𝐼𝑛𝑜𝑖𝑠𝑒) =
𝑁
∏

1

(𝐼𝑖)𝐼𝑖-𝑛𝑜𝑖𝑠𝑒
𝐼𝑖-𝑛𝑜𝑖𝑠𝑒!

exp(−𝐼𝑖) (5)

where 𝑁 is the total number of pixels in one subaperture and the
subscript, i, represents the 𝑖th pixel. 𝐼𝑖 is the intensity of the 𝑖th pixel. The
𝐼𝑖-𝑛𝑜𝑖𝑠𝑒 is the intensity of the 𝑖th pixel in noisy image, 𝐼𝑛𝑜𝑖𝑠𝑒. Substituting
Eq. (4) into it, Eq. (5) may be rewritten as

𝑃 (𝐼𝑖-𝑛𝑜𝑖𝑠𝑒 ||𝐼𝑖-𝑖𝑑𝑒𝑎𝑙 ) =
𝑁
∏

1

(𝑃𝑆𝐹𝐻𝐴 ⊗ 𝐼𝑖-𝑖𝑑𝑒𝑎𝑙)𝐼𝑖-𝑛𝑜𝑖𝑠𝑒
𝐼𝑖-𝑛𝑜𝑖𝑠𝑒!

× exp(−𝑃𝑆𝐹𝐻𝐴 ⊗ 𝐼𝑖-𝑖𝑑𝑒𝑎𝑙). (6)

The 𝐼𝑖-𝑖𝑑𝑒𝑎𝑙 is the intensity of the 𝑖th pixel in ideal image, 𝐼𝑖-𝑖𝑑𝑒𝑎𝑙.
Because 𝐼𝑛𝑜𝑖𝑠𝑒 contains all information of 𝐼𝑖𝑑𝑒𝑎𝑙, the maximum likelihood
estimation of 𝐼𝑖𝑑𝑒𝑎𝑙 can be obtained from 𝐼𝑛𝑜𝑖𝑠𝑒. The maximum likelihood
function can be expressed as
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(7)

The estimated image and 𝑃𝑆𝐹𝐻𝐴 could be got by solving the
extreme value of maximum likelihood function.
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Eq. (8) can be solved by using the Richardson–Lucy algorithm [15].

𝑃𝑆𝐹𝐻𝐴
𝑚+1(𝑥, 𝑦) =
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where 𝑚 is the number of iteration times. The initial estimated 𝑃𝑆𝐹𝐻𝐴
is a 3 by 3 matrix of ones. Because 𝐼𝑖𝑑𝑒𝑎𝑙 does not suffer from the effects
of the photon noise and high-order aberrations, the centroid of the
LGS spot can be accurately calculated using the COG. Therefore, we
can find that the effects of photon noise and high-order aberrations of
the atmospheric turbulence can be simultaneously eliminated using the
proposed method. To guarantee a high computation speed, only once
iteration is performed in this study. Although an ideal image could not

certainly be obtained by once iteration, the estimated image is closer to
the ideal image than the original image. We use the Monte Carlo method
to study this image because the centroid error of the proposed method
is difficult to express by equations.

4. Monte Carlo simulation

The effects of the photon noise are first simulated. The field of view
(FOV) of the subaperture is designed to be 18′′, and 18 × 18 pixels
are included in one subaperture. For the CM, the peak of the correlation
function is determined using a threshold of 0.3. The time-average image
is the reference image in CM and weighted function in WCOG. The SNR
could be expressed as

SNR =
𝑁𝑝

√

𝑁𝑝 +𝑁𝐷

[

𝑛𝐵2 + ( 𝑒𝑛𝐺 )2
]

, (11)

where 𝑁𝑝 is the number of detected photons per subaperture, 𝑁𝐷 is the
number of pixels in a subaperture, 𝑛𝐵 is the number of dark current and
detected background photoelectrons per subaperture, 𝑒𝑛 is the read-out
noise in the electrons per pixel, and 𝐺 is the gain. In this paper, we
use EMCCD to detect the LGS spot, and 𝑛𝐵 could be ignored by cooling.
The influence of the read-out noise is very small compared with the
EM gain. When the latest generation of guide star laser is used, the
photodetection events per subaperture per frame is normally supposed
to 900, and pessimistically supposed to 250, so the SNR is range from
to 15 to 30 [14].

To study the influence of the photon noise, the wavefront at the pupil
is assumed to be a plane, and 𝐼𝑛𝑜𝑖𝑠𝑒 is only influenced by the photon
noise. The performance of different method with different SNR is shown
in Fig. 5. The results show that the centroid error is a big difference
between different sodium profiles. There is more photon noise in LGS
spot of bi-model profile due to more complex intensity distribution. At
single model profile, the distribution of intensity is relatively regular,
and the methods based on filter, WCOG and CM, perform better than
COG. However, at bi-model profile, these filter methods perform worse,
because the filters are not suitable for spot with more complex intensity
distribution.

We demonstrate that at different SNRs, the centroid error of the
proposed method is less than those of the other methods, and the
proposed method is better at smaller SNRs. The slope calculation of the
proposed method is COG, and before the calculation the photon noise
reduction processing is done on LGS spot. The filter methods change
the spot shape, so these filter method could not be suitable for more
complex LGS spot image.

To study performance in difference subaperture, the performance
of different method with different 𝐿 is shown is Fig. 6. The photon
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Fig. 6. Performance of different method for different 𝐿 . 𝑆𝑁𝑅 = 20.

Fig. 7. Kolmogorov phase screens in one subaperture.

noise would grow with the elongation and complicit of distribution of
spot. The performance of WCOG is mainly determined by the FWHM of
weighted function. When the elongation grows, the FWHM of average
image is not always the optimal. When the 𝐿 is small, the spot is
relatively simple and the filter methods perform well. The Figs. 5 and
6 show that our method could better reduce the photon noise than the
other methods especially at lower SNR and larger elongation, but could
not eliminate photon noise entirely. Our method is based on the Poisson
distribution, which can better reduce the photon noise, instead of the
filter method.

Elimination of the high-order aberrations due to atmospheric tur-
bulence is also performed using the proposed method. To study the
influence of turbulence only, the image is considered to contain no noise,
whether photon or read-out noise. The turbulence phase is randomly
generated with 181 ×181 grid points in one sub aperture such as Fig. 7.
The method of generating turbulence phase is the Fourier transform
method augmented with subharmonics [16].

𝐼𝑛𝑜𝑖𝑠𝑒 is only influenced by the turbulence. The centroid errors of the
above-mentioned methods are shown in Fig. 8, which reveals that the
performance of the proposed method is better than that of the other
methods at different 𝑟0 values. At 𝑟0 = 13 cm, the centroid error of
the proposed method is less than those of the other methods. The error
of our method slowly decreases with 𝑟0 and slightly increases with the
increment in distance 𝐿 , which means that our method is robust to high-
order aberration in the subaperture and under elongation. The errors of

the WCOG and CM dramatically decrease, which means that the high-
order aberrations in the subaperture badly influence the precision. When
𝑟0 is small, the weighted function of the WCOG obscures the detail of the
spot image, and the reference image in the CM decreases the frequency,
which is supposed to exist. Finally the WCOG and CM are not suitable
for turbulence during storms.

Theoretically, our method separates the spot image into an image
influenced only by the average tip–tilt and the distorted PSF, which is
caused by high-order aberration. In fact the capacity of eliminating high-
order aberration is limited. The less degraded image is used in estimating
the slope, the better method performs.

By assuming that both photon noise and high-order aberrations exist,
the centroid calculation accuracy of the proposed and other methods is
evaluated. As shown in Fig. 9, 𝑆𝑁𝑅 = 20 and 𝑟0 = 13 cm are selected
for the simulation.

Fig. 9 shows that when 𝐿 is less than 10 m, the centroid error
of the WCOG and CM is smaller than COG. It means that when the
diameter of the aperture of telescope is smaller than 10 m with lateral
laser projection or smaller than 20 m with central laser projection, filter
method performs better than COG. And the WCOG and CM would not be
suitable for large aperture telescope whose max elongation distance is
larger than 10 m. The centroid error of the proposed method is smaller
than those of the other methods in both the single and bi-model profile.
And variation tendency with 𝐿 of the proposed method is similar to
that of COG. And the proposed method keeps the characters of COG.
The reason why is that our method is not based on filter and do not
change the LGS spot shape.

In order to known how close the estimated image to the ideal image
after once iteration, under the single model profile, the results of once
iteration are shown in Figs. 10 and 11. The results show that the
intensity distribution of image after once iteration is obviously closer
to that of ideal image. The estimated image is with less photon noise
and high-order aberrations.

We simulate a simple open-loop reconstruction for practical astro-
nomical application. The parameters are listed in Table 1.

The LGS could not detect information of tip–tilt. And focus could
not be detected precisely due to cone effect, which is always detected
by truth sensor. We generate 1000 random Kolmogorov phase screens
that remove the global tip–tilt and focus. The above-mentioned methods
are used for the detection and reconstruction using 100 Zernike models.
The root mean square (RMS) of the residual wavefront is calculated
and expressed in nanometer units. And the fitting error is removed.
The array of the LGS spot in the single-model profile and one of the
Kolmogorov phase screens are shown in Fig. 12, and the errors are
shown in Fig. 13. For the single model, the residual RMS using our
method is approximately 67 nm, which is 12%, 46%, and 31% lower
than that of the COG, WCOG, and CM, respectively. For the bi-model
profile, the residual RMS using our method is approximately 70 nm,
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Fig. 8. Performance comparison of the different methods for various 𝑟0 and 𝐿 values.

Fig. 9. Performance comparison of the different methods for various 𝐿 values under the condition of 𝑟0 = 13 cm and 𝑆𝑁𝑅 = 20.

Table 1
Parameters used for reconstruction simulation.

Parameters Values

Diameter of telescope 20 m
No. of subapertures across D 40 × 40
Subaperture FOV 18 × 18 pixels
Pixel scale 1 arcsec/pixel
Launch position Lateral laser projection
Turbulence 𝑟0 = 13 cm
SNR 20
Detection camera Andor iXon 888

RON < 1e− with EM gain

Table 2
Computing time for different method. Computer: Inter(R) Core(TM) i5-4570,
CPU @3.2 GHz, Physical Memory 1886 MB, Virtual Memory 754 MB, Executive
Software: Matlab.

Method COG WCOG CM Proposed

Computation time (μs) 125 140 1313 1364

which is 10%, 52%, and 38% lower than that of the COG, WCOG, and
CM, respectively.

We also did some test about computing time, and the result is shown
in Table 2.

The computation time remains a problem to be studied. Our prelim-
inary scheme is to develop a faster iteration or a simpler calculation
process. For now, the computation time is basically in accordance with
the correlation method.

Fig. 10. The result of once iteration about photon noise. 𝐿 = 20 m, 𝑆𝑁𝑅 = 20.
(a) the ideal image at random position; (b) the image with photon noise; (c) the
image after once iteration.

Fig. 11. The result of once iteration about turbulence. L = 20 m, 𝑟0 = 13 cm.
(a) the ideal image at random position; (b) the image with turbulence; (c) the
image after once iteration.
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Fig. 12. Array of the LGS spot and one of the Kolmogorov phase screens.

Fig. 13. Error bars of the RMS of the residual wavefront using the different
methods.

5. Conclusions

We have proposed a method to well estimate the slope of an
LGS spot. This method could effectively reduce the photon noise and
eliminate high-order aberrations in a subaperture when an EMCCD is
used, especially at low SNR and in a large telescope. The reconstruction
simulation indicates that our method could obtain the smallest RMS of
the residual wavefront.

The centroid algorithm based on a filter could simply deal with the
LGS spot and reduce the errors to a certain degree. The performance of
the filter methods relies on the filter function, weighted function in the
WCOG, or the reference image in the CM. These filter functions would
obscure the details of the spot, resulting in error. Therefore, obtaining a
suitable filter function is very important. On the other hand, our method
is based on the Poisson distribution to reduce the photon noise and high-
order aberration in the subapertures, which does not damage the LGS
spot details.

Using a different peak-determination method in the CM could pos-
sibly improve the performance. Further effort is needed so that our
proposed method could be applied to LGS AO, such as improvement
in the computation time. Our method is also valuable in obtaining high-
resolution images in other adaptive optics applications.
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