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In this paper, we developed an auto-focus image quality evaluation function from the histogram feature function
(HFF) of a high-speed camera. Based on this function, we then proposed a fast auto-focus search algorithm. We
further demonstrated that the auto-focus image quality evaluation function we proposed requires fewer computa-
tional resources, while providing a more effective focusing area and more moderate sensitivity, compared to the
traditional evaluation function. In contrast to the traditional climbing method, our proposed fast auto-focusing
search algorithm also can spot the focus point in a shorter time, effectively reducing the round trips of the focusing
motor and improving the focusing accuracy. © 2018 Optical Society of America
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1. INTRODUCTION

High-speed cameras have been extensively used in working
environments where the focal length varies greatly, such as pho-
toelectric theodolites. In such situations, the image plane of the
target is difficult to maintain in the focal plane of the image
sensor, owing to the drastic change of the distance between
the fast-moving target and the camera. As a result, the camera
continuously captures a large number of images, some of which
are out of focus and short of necessary image details. Therefore,
automatic focusing methods are introduced to solve the issue,
including active focusing and passive focusing. The active fo-
cusing system is highly dependent on external devices since its
target-to-camera distance is obtained via external measuring
components, such as infrared rays, ultrasonic waves, or lasers.
A passive focusing system [1], however, is much more desirable
because it is less dependent on external devices. In a passive
focusing system, the image defocus can be analyzed by the
image sharpness evaluation function and adjustments are then
performed according to search methods [2–4].

The current image sharpness evaluation function can be di-
vided into three varieties: the threshold integration method
[5,6], the threshold differential method [7,8], and band inte-
gration method [9–14]. The threshold integration method
functions by integrating the pixels of the image before establish-
ing an evaluation function based on the gray level change, such
as information entropy. The threshold differential method ex-
tracts feature information by performing differential operations
on the image, such as sum modulator, Brenner operator, Sobel

gradient operator, and Laplacian gradient operator. The band
integration method, such as FFT, DCT, and power spectrum
(PS), uses the image’s high-frequency part to evaluate its sharp-
ness. Unfortunately, these three methods all have flaws that
cannot be ignored: The threshold integration method offers less
accuracy; the threshold differential method only allows for a
small effective focusing range; and the band integration method
requires too much calculation. To summarize, none of the
aforementioned methods can meet the need for fast, wide-range
focusing in high-speed, high-resolution cameras. Meanwhile,
the present image-processing-based focusing search methods
are of two general categories: one that identifies the focus point
via searching, such as the function approaching method,
Fibbonacci search method and climbing method; and the fast
searching method [15–21] that can calculate the focus position
by parallax, phase difference, and image dispersion circle, such
as the dual camera parallax method, PDAF method, and defo-
cusing depth method. The former method is inaccurate, slowly
convergent, and possibly concussive around an extreme point.
The latter method is inaccurate and restricted by the inherent
characteristics of the high-speed camera. Therefore, none of the
methods prove to be effective for auto-focusing high-speed
cameras.

To address this issue, our paper begins with how a high-
speed camera can be driven by passive focusing to accurately
spot the focal point and provide better insight for subsequent
eye and machine observation. Then an image sharpness evalu-
ation function based on the image histogram eigenfunction is
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proposed, which has not only reduced the calculation amount,
but also realized a large effective range and highly accurate im-
age capture. Based on this evaluation function, a search method
is designed for fast and wide-range focusing of high-speed and
high-resolution cameras.

2. PRINCIPLE AND DESIGN OF ALGORITHM

In the passive focusing method, the focus adjustment effect
mainly depends on the image sharpness evaluation function
and the focus search method. For application to high-speed
cameras, the image sharpness evaluation function is supposed
to have not only great unimodality but also excellent real-time
performance. Moreover, the focus search algorithm should also
reduce the circling number to improve the real-time
performance of search algorithms.

A. Image Sharpness Evaluation Function Based on
the Histogram Feature Function
The gray histogram is a function of the image’s gray value,
which represents the statistical distribution of a image’s gray
values. Let the input image be I�x, y�, where there are x, y
pixels; the gray level be L; and the grayscale histogram of
I�x, y� be h�i� so that

h�i� �
X
x, y

Ci�x, y� �i � 0,…, 2L − 1; x, y ∈ N��, (1)

where

Ci�x, y� �
�
1 �I�x, y� � i�
0 �otherwise� : (2)

Next, normalize the histogram so that

norm�i� � h�i�
xy

, (3)

X
i

norm�i� � 1: (4)

However, the gray histogram cannot be interpreted by
machines; thus, the HFF is introduced as the probability
density function when the luminance value is above the thresh-
old (th) in the normalized image histogram. The sum of the
mathematical expressions of HFF is

HF�th� �
X2L−1
i�th

norm�i� �th ∈ i � 0,…, 2L − 1�: (5)

Further, we established an image quality evaluation function
H_diff based on the image histogram eigenfunction as
given by

H_diff � MINfjH_twice −H_meanj,
× jH_mean −H_half jg, (6)

where H_mean, H_half , and H_twice are HFF function
values when h is the function value of the average luminance
value when th is the average luminance value, th is the HF
function value when the average luminance value is half,
and th is the HF function value when the luminance value
is double. Through H_diff , we can not only filter the image

sequence with great focusing effect but also preliminarily deter-
mine the defocus degree of a specific image. We divide the
H_diff values into five levels—excellent, good, average, fair,
and poor to evaluate the focusing search step length in the fast
auto-focus search algorithm, as shown in Table 1.

The HFF-based image quality evaluation function can
evaluate the captured image of the camera in a relatively short
time. This feature agrees with the other three image quality
evaluation function indices (i.e., the focusing error, sensitivity,
and effective area), as verified in subsequent experimental
sections.

B. Fast Auto-Focus Search Algorithm
In the conventional auto-focusing search algorithm based on
the hill-climbing method, the motor must search for multiple
round trips in the vicinity of the peak, resulting in a long
focusing time and the problem of defocusing accuracy caused
by the motor’s empty back phenomenon. These issues arise
because the hill-climbing search algorithm requires multiple
sampling of the focusing curve to determine the focus area.
However, when a high-speed camera performs a task, because
the frame rate is high, images of multiple frames may be ac-
quired during each movement of the focus motor, and when
the captured image is evaluated using a histogram feature func-
tion (HFF), it can be obtained in real time. The evaluation
value of each frame of the image is obtained during the travel
of the motor. In this manner, the image evaluation curve can be
constructed using these image quality evaluation values
obtained during the course of travel. Once it is determined that
the search has crossed the position of the pseudo-focus, after the
calculation, the motor can be directly driven to the position of
the pseudo-focus.

As shown in Fig. 1, the fast auto-focusing algorithm records
theH_diff value of the captured image at the initial position of
the motor as H1, determines the initial search offset by the
H_diff value level at which H1 is located, and then moves
the value twice again to obtain the H2 and H3 values.
Through these three values, the fast method first determines
whether the search enters the main peak of the evaluation curve
for the search direction and the slopes k1 and k2 formed by the
three evaluation values of H1, H2, and H3. Once the search
enters the main peak, the search step length is changed. For a
fixed value, the slope is used to determine whether the search
has crossed the peak. If the peak is exceeded, then the number
of motor movements where the image quality evaluation maxi-
mum value frame number appears a number of times during
the search, and the movement is performed twice. The number
of frames included in the movement and the position informa-
tion of the motor, after calculating the position of the
quasi-focal point, are used to drive the motor to focus, and
the formula to calculate the position of the quasi-focal point
is represented by

Table 1. H_diff Value Distribution

Excellent Good Average Fair Poor

≤0.1 0.1–0.16 0.17–0.22 0.23–0.29 > 0.3
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Smax � SLeft �
�
SRight − SLeft − 1

F
× Fmax

�
, (7)

where Smax is the quasi-focal position; SLeft and SRight are the
motor positions before and after the maximum number of
movement times, respectively; F is the number of all frames
included in the three movements; and Fmax is the maximum
value at the position in F . The calculated value is rounded
and added to SLeft to drive the motor to focus.

3. EXPERIMENT

The experimental platform of this article includes two parts:
high-speed camera and PC. The resolution, gray level, and
working frame rate of the camera are 1024 × 1024,
200 frames/s, and 8-bit gray level, respectively. The configura-
tion of the PC is an Intel I7-6700 eight-core processor with
8 GB memory running software written in VC++ language
under Windows 7 × 64-bit system and compiled by Visual
Studio 2010 software.

A. Focus Evaluation Function Experimental Results
Under the conditions of normal lighting, strong front lighting,
and strong back lighting, three groups of images are used to
evaluate our proposed evaluation function and existing evalu-
ation functions. Each group contains 24 defocus images, as
partly shown in Fig. 2.

This paper compares several representative image quality
evaluation functions: information entropy function, Sobel op-
erator, Laplacian operator, two-dimensional (2D) discrete
Fourier transform, and 2D discrete cosine transform. The im-
age in Fig. 2 was evaluated using the five functions mentioned
above, since the sequence of images is arranged from the
sharpest image to the least clear image, the ideal curve for
all functions should be a monotone decreasing curve (i.e.,
the evaluation value should be maximum for the first image
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Fig. 1. Fast auto-focus search strategy flowchart.

Fig. 2. Defocused image sequence partial image: (a) images under normal lighting; (b) images under strong front lighting; and (c) images under
strong back lighting.
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and then gradually reduced to the last image). To facilitate the
observation, the obtained function curve is normalized, as
shown in Fig. 3.

Further, we evaluated the performance of each auto-focus
evaluation function from five perspectives:

(1) Error: The distance from the best imaging position to
the peak position of the focus evaluation curve;

(2) Sensitivity: The sensitivity can indicate the sensitivity of
the curve to the defocus of the image. High sensitivity indicates
that the evaluation curve will decay rapidly when a small
amount of defocus occurs. The mathematical expression of
the sensitivity evaluation is

Response �
X6
i�1

1

jijf �R � i� , i ≠ 0: (8)

(3) Effective area: The effective area defines the number of
consecutive images, whose absolute value of the image deriva-
tive is greater than a certain threshold in the continuous image
quality evaluation function curve;

(4) Single pixel calculation amount: the number of addi-
tions and multiplications required by an image quality evalu-
ation function to process a single pixel; and

(5) 1k × 1k image calculation amount: The image quality
evaluation function adds and multiplies the number of times
required for processing the resolution of a 1k × 1k image.

Fig. 3. Automatic focusing evaluation function comparison: (a) normal light condition; (b) strong front lighting; and (c) strong back lighting.
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As shown in Fig. 3 and Table 2, when the feature function
based on the grayscale histogram is used as a focusing function,
its sensitivity is comparable to the 2D Fourier transform, the
effective area is relatively large in several evaluation functions,
and the function, regardless of the computational requirements
of a single pixel or the entire image, is lower than other func-
tions. The focus adjusting effect still stands even when the
background light varies dramatically. Such a function is an im-
age quality evaluation function suitable for high-speed camera
automatic focus detection and focusing.

B. Automatic Focus Search Experiment Results
To verify the effectiveness of the proposed auto-focus search
algorithm, a fast auto-focus search algorithm was compared
with the traditional hill-climbing algorithm. The experimental
high-speed camera was equipped with a zoom lens with a fo-
cusing range of 5.8–69.6 mm (optical lens). The focal length
range corresponds to stepper motor steps from 31 to 160 steps
with a maximum stroke of 130 steps. The focal depth of the
lens is determined to be approximately two steps, which is 1/65
of the entire focusing stroke and is the dichotomy of focal
depth. One starts focusing as the course focusing start step
(i.e., the basic step is a single step length of the stepping motor).
After the measurement, the standard focal position corresponds
to the position of the stepping motor after 103 steps. The image
quality evaluation functions of the hill-climbing method and
the fast automatic focusing search algorithm are HF functions.
The obtained experimental data are shown in Table 3.

The experimental results show that the quasi-focal position
obtained by the fast search method is the same as the traditional
search algorithm. However, after the fast auto-focus search
method is applied, the motor only changes the direction once

and the quasi-focal position is found. Compared with the tradi-
tional autofocus method, which takes 22 moves to complete the
focus, the fast algorithm requires only nine moves to complete
the focus, greatly reducing the auto-focus time of high-speed
cameras.

4. CONCLUSION

In this paper, an auto-focus image evaluation function based on
the image histogram feature function was proposed to feed the
needs of high-speed cameras and camera characteristics. On its
basis, a fast auto-focusing algorithm was further proposed.
Compared to the previous evaluation functions, our proposed
function is advantageous in calculation speed, focusing preci-
sion, and effective focusing range. Experiments show that this
function is satisfiable when applied to a wide-range, high-speed
camera. Our proposed algorithm also proves to be faster, but as
accurate, in focusing, which enables the high-speed camera to
capture clearer images.
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