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High-sensor SNR and high extinction ratio (ER), which are often contradictory requirements for nanowire-filter-
based polarimetric imaging systems, aid in attenuating polarimetric imaging system errors. Expressions were
derived to analyze their attenuation effects and then simplified using photoelectronic numbers received by super-
pixels (PNRS). The first-derivative ratios of PNRS and ER were calculated to compare their attenuation effects.
Mathematical models and experiments conducted using polarimetric imaging systems with various ERs and
PNRSs indicate that systems with low PNRS and high ER exhibit a polarization error affected more by the
attenuation effect of the PNRS than that of the ER. When the system ER is higher than 28, the attenuation
effect of the PNRS is higher than that of the ER. Thus, system error attenuation is a trade-off between sensor
SNR and ER. © 2018 Optical Society of America

OCIS codes: (110.5405) Polarimetric imaging; (120.5410) Polarimetry; (230.5440) Polarization-selective devices; (260.5430)

Polarization.
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1. INTRODUCTION

Due to recent improvements in nanotechnology, polarimetric
imaging systems with nanowire filters are now widely used in
both commercial and military applications; they are lightweight
and small, capable of tracking moving targets, and exhibit low
susceptibility to temperature and vibrational effects [1–11].
Detector SNR and extinction ratio (ER) are the two main sys-
tem parameters that greatly influence system errors; further-
more, it is known that system errors are low when the
detector SNR is high or the ER is high. However, high detector
SNR and high ER are contradictory requirements for nano-
wire-based polarimetric imaging systems. For example, high-
full-well detectors are required to increase sensor SNR when
shot noise is dominant in the imaging system; however, this
means that detectors with a large pixel size must be employed,
which results in a low ER [12,13]. In remote sensing, where a
small focal number, F#, is employed for higher input light
intensity in order to increase sensor SNR, the ER decreases
because of cross talk [14,15]. Thus, it is not currently possible
to determine the trade-off between these two parameters when
trying to decrease system errors.

Nanowire-based polarimetric imaging system errors are usu-
ally divided into the categories of instantaneous field-of-view
errors [8], which are caused by spatial resolution loss and

are beyond the scope of this study, and polarization errors,
which are comprised of nonuniformity errors and random
errors. Bear Powell and Gruev [8] developed methods for
correcting fixed-pattern nonuniformity errors to decrease the
remaining nonuniformity errors. Perkins and Gruev analyzed
the influence of different configurations of micropolarization
filter arrays with the same optical performance (such as trans-
mittance and ER) on random polarization errors, and they
derived a four-polarizer nanowire-based system, on which the
current study is based, in order to obtain lower random error
[16]. Chen et al. analyzed the attenuation effect of the sensor
SNR on system errors; however, their analysis indicated that
there is no effect due to the ER [17]. To the best of our knowl-
edge, there are no reports on the theoretical or experimental
analysis of the attenuation effect of the sensor SNR and ER
on nanowire-filter-based polarimetric imaging system errors.

Thus, in Section 2, we first derive mathematical models for
detector noise (which reflect the sensor SNR directly), ER, and
system polarization error and then use the photoelectronic
numbers received by superpixels (PNRS) to determine the de-
tector SNR in order to simplify our expressions. Then, the first-
derivative ratio of the PNRS and the ER is calculated in order to
compare their contributions to the polarization error.
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In Section 3.A, an error measurement system that was
developed for the polarimetric imaging system in order to
quantitatively verify these models is presented. The F# of
the lens was changed in order to create polarimetric imaging
systems with variable ER (7, 20, 28, and 44). A polarimetric
imaging system was constructed with an ER of 500 for com-
parison with the other imaging systems, and time division was
employed for this system. We thus constructed five systems
with different ERs. Seven different exposure times were used
to modify the PNRS for each system with a different ER.
In Section 3.B, the polarization random error and total polari-
zation error after nonuniformity correction were calculated for
these systems. A curve-fitting method was employed in order to
derive the first-derivative ratio values of the PNRS and the ER
for the experimental results, which were then compared with
those of the mathematical models. Real-life images were also
captured by systems with different ERs and PNRSs to further
verify the results of the mathematical models.

2. ERRORS IN A NANOWIRE-FILTER-BASED
SYSTEM

A. Mathematical Model of System Error
The linear polarimetric imaging system shown in Fig. 1 consists
of a normal optical system and polarization sensor [14].

In order to compare the attenuation effects of the PNRS and
the ER with respect to random polarization errors, a math-
ematical model of a nanowire-based polarimetric imaging sys-
tem was derived. This system is a typical snapshot imaging
system in which a random polarization error (σrandom) and a
remaining nonuniformity error (σnonuni) are the two dominant
error sources. Their relationship with the total polarization er-
ror (σsystem) can be described as σ2total � σ2random � σ2nonuni [18].
The actual σnonuni is much lower than random noise after cor-
rection; in addition, there is currently no research to prove that
the sensor SNR and ER will affect σnonuni. Thus, only the total
error is analyzed in the experiments.

The image random noise is divided into the noise equivalent
degree of linear polarization (NeDOLP, which is the variance
of DOLP in the time domain) and the noise equivalent angle
of linear polarization (NeAOLP, which is the variance of the
angle of linear polarization, AOLP, in the time domain).
NeDOLP and NeAOLP are derived as follows.

The photoelectronic numbers (PN) received by one pixel
in the superpixel through a nanowire filter are described in
Ref. [19], and they can be written as

PNout�θ� � 0.5 · β · S0in · �εp � εq�

·
�
1� εp − εq

εp � εq
·DOLPin · cos�2�θ − φ��

�
, (1)

where PNout�θ� is the PN that is received by a photodetector
(one pixel in a superpixel) after passing through a nanowire fil-
ter with orientation θ; εp is the transmittance of the pass axis; εq

is the transmittance of the stop axis; and, these two parameters
of the polarization sensor can be measured precisely [8]. S0in is
the input target light intensity, DOLPin is the polarization
degree of the input target light, φ is the polarization angle
of the input target light, and β is the quantum efficiency of
the photodetector.

In addition, the relationship between the PN received by the
different pixels in one superpixel and the input target light
polarization state (i.e., DOLP and AOLP) is given by

AOLPin � 0.5 ·
180

π
· a tan

� �PNout�0� − PNout�90��
�PNout�45� − PNout�135��

�
,

(2)

DOLPin

�2

x
·

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�PNout�0�−PNout�90��2��PNout�45�−PNout�135��2

p
�PNout�0��PNout�90��PNout�45��PNout�135�� ,

(3)

where PNout (0), PNout (90), PNout (45), and PNout (135) are
the PNs received by the pixels with the corresponding angle in
one superpixel, and x is the diattenuation of one nanowire filter
in the superpixel. The latter can be calculated using the expres-
sion x � �εp − εq�∕�εp � εq�, as there is no significant differ-
ence between the diattenuation of the four pixels in one
superpixel [8]. The relationship between the diattenuation
and the ER can be described as x � �ER − 1�∕�ER � 1�.

The diattenuation of a superpixel can be measured precisely
[14]. Thus, the main error in AOLPin and DOLPin in Eqs. (2)
and (3) is due to the random PN error from the sensor. For a
scientific imaging sensor, the random error is composed of shot,
dark, and read noise. Now, the total of the dark and read noise
in a scientific sensor is usually less than 0.05% of the full-well
capacity [20]. In this case, when the PN received by the
imaging sensor is greater than 2% of the full-well capacity,
we only need to consider the shot noise. Thus, the variance
of the received photons is caused by the shot noise alone
and follows a Poisson distribution, σshot �

ffiffiffiffiffiffiffi
PN

p
[16]; and,

at this time, sensor SNR is SNRsensor � signal∕σshot �
ffiffiffiffiffiffiffi
PN

p
.

We use error propagation methods to determine the uncer-
tainty in the AOLP and DOLP. If we consider the error propa-
gation of the AOLP as an example, we have [21,22]

NeDOLPin �
�
∂DOLPin
∂PNout�0�

�
2

· σ2PNout�0� �
�

∂DOLPin
∂PNout�90�

�
2

· σ2PNout�90� �
�

∂DOLPin
∂PNout�45�

�
2

· σ2PNout�45�

�
�

∂DOLPin
∂PNout�135�

�
2

· σ2PNout�135�: (4)Fig. 1. DOLP (degree of linear polarization) imaging polarimeter
system.
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Solving NeDOLPin from Eq. (2), we have

NeDOLPin � 2 � �ER � 1�
�DOLPin · �β · S0in · �εp � εq��12 · �ER − 1�� ,

(5)

where S0in, β, and (εp � εq) are dependent on the system sta-
tus; however, these do not directly represent the working status
of the current system. Thus, we use the variate PNRS described
in Eq. (6), which represents the PN currently received by the
superpixel and is the direct representation of the current imag-
ing system; this can be easily determined when the system is
working:

PNRS � 0.5 · �PNout�0� � PNout�90�
� PNout�45� � PNout�135��: (6)

By combining Eqs. (1)–(6), we obtain

PNRS � β · S0in · �εp � εq�: (7)

Thus,

NeDOLPin � 2 ·
�

1

�PNRS�12

�
·
�
1� 2

ER − 1

�
: (8)

Similarly,

NeAOLPin � 14.35
�DOLPin� ×NeDOLPin: (9)

The difference in the NeDOLPin and the NeAOLPin is the
coefficient 14.35∕DOLPin, which means the attenuation effect
comparison of the ER and PNRS on the DOLP and AOLP
errors is the same. Therefore, it is necessary only to analyze
the NeDOLPin in order to obtain a result that will also
fit NeAOLPin.

B. Analysis of Mathematical Model
In order to compare the attenuation of the ER and the PNRS,
which are two different physical quantities with different di-
mensions, we use their maximum value in engineering and in-
troduce the relative variates PNRSB and ERB to normalize the
PNRS and the ER.When the range of the ER is �ERmin,ERmax�
and the range of PNRS is �PNRSmin, PNRSmax�, the PNRS in
Eq. (8) becomes PNRSB · PNRSmax, and the ER in Eq. (8)
becomes ERB · ERmax � 1. The PNRSB and ERB indicate
the percentage by which these two parameters can increase.
For example, a PNRSB of nearly 0.9 indicates that the
PNRS of the current system is almost at the maximum value
and can only increase a little. Thus, we may derive the following
expression:

NeDOLP � 200

�PNRSB · PNRSmax�12
·
�
1� 2

ERB � ERmax

�
:

(10)

We can deduce the first derivatives of the PNRS
(diffNeDOLP

PNRSB ) and the ER (diff NeDOLP
ERB ), which quantitatively re-

flect their attenuation effects on the NeDOLP; their ratio may
then be obtained in order to compare their attenuation effects.
The ratio is COMdiff � diff NeDOLP

PNRSB ∕diff NeDOLP
ERB , which can be

derived as

COMdiff �
ERB · �ERB · ERmax � 2�

4 · PNRSB
: (11)

We can see from Eq. (11) that a lower PNRSB and a higher
ERB contribute to increase the COMdiff . Thus, we arrive at our
first conclusion: if the current system has a relatively high ER
and low PNRS, which is caused by an inappropriate exposure
strategy, a high F#, or a small full-well capacity, the first priority
when aiming to lower system noise is to increase the PNRS
rather than to increase the ER.

Since MAX�PNRSB� � 1, we can deduce that

COMdiff <
ERB · �ERB · ERmax � 2�

4
: (12)

Owing to the limitations of nanotechnology, the maximum
ER for the current polarimetric imaging system based on a
nanowire filter is 100 [19,23]; and, we know from Eq. (12)
that when ER is higher than 20, diff NeDOLP

PNRSB is higher than
diff NeDOLP

ERB . This means that the attenuation effect on the sys-
tem polarization error due to an increase in the PNRS is always
higher than that caused by an increase in the ER, which is the
second conclusion. Further, we know that when better nano-
technology methods are employed, the maximum ER of a
polarimetric imaging system based on a nanowire filter can
reach 200. Where the ER is more than 28, diff NeDOLP

PNRSB is higher
than diff NeDOLP

ERB . Furthermore, when the ER and the PNRS
increase by the same multiples, which means that when the
ER increases from ER1 to N � ER1, PNRS increases from
PNRS1 to N � PNRS1, we can have one PNRSmax to get(

ERB1 � ER1
ERmax

� PNRSB1 � PNRS1
PNRSmax

ERB2 � N·ER1
ERmax

� PNRSB2 � N·PNRS1
PNRSmax

: (13)

At this time, when the ER is higher than 40, COMdiff

is greater than 10, which implies that when PNRS and ER in-
crease by the same multiples, the attenuation due to the PNRS
is 10 times higher than that due to the ER, irrespective of the
value of ERmax. This is our third conclusion. Among them, the
first and second conclusions are verified by experiments in the
next section.

The mathematical model presented above is not restricted to
a polarimetric system based on a nanowire filter. As long as the
system is constructed using four analyzer angles, as mentioned
above, this model may be employed. This study focuses on a
polarimetric system based on a nanowire filter, as its maximum
extinction is relatively low, which led to some of the character-
istics of this model; and in this system, a higher PNRS is often
incompatible with a higher ER.

3. EXPERIMENTS AND RESULTS

A. Experimental Setup
In order to validate the mathematical model, we constructed a
polarization error measurement system to measure the random
polarization errors and total polarization errors of polarimetric
imaging systems with variable ERs and PNRSs. The error mea-
surement system is shown in Fig. 2, and it is comprised of an
integrated sphere (A), a collimator (B), a wide-cutoff visible
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bandpass filter (C), and a precision hollow rotary table (D) con-
taining a polarizer (E, analyzer). The polarization state of the
light output from the analyzer could be changed accurately in
the visible band [8]. Compared to other methods for creating
controllable polarized light, such as liquid crystal modulation
[24] or parallel glass plates [3,21], the advantage of the selected
method is that it provides a broadband spectrum and a large
divergence angle, both of which are useful in engineering
applications.

To construct polarimetric imaging systems with ERs of 20,
28, and 44, we used a method in which the F# of the lens was
adjusted [14]. The corresponding parameters are listed in
Table 1. All of these systems employed a polarimetric imaging
camera from 4D Technology [25,26].

Systems with ER values of 7 [14] are shown in Fig. 3(a).
Since the mathematical model is also suited for systems with
a normal polarizer, we constructed the system shown in
Fig. 3(b). The ER of this system is 500.

B. Experiments of System Polarization Error
The nonuniformity of polarimetric imaging systems must be
corrected [8]. We use the method outlined in Ref. [8] for each
system with a different ER value.

During the experiment, we have five different ER values,
named ER_sn, as shown in Eq. (14):

ER_sn � �7, 20, 28, 44, 500�: (14)

The PNRS in the experiment varied from 7–26 Ke−. As the
PNRS varied in one sensor, the average PN received by the

superpixel was used in the experiment. The average PN values
are given by PNRS_sn, as shown in Eq. (15):

PNRS_sn � �7.4K, 9.9K, 12.6K, 15.7K, 21.3K, 24K, 27K�,
�K � 103e−�: (15)

Thus, 35 (5 × 7) experiments were conducted, and each ex-
periment contained 32 different sets of data for the analyzer
angles, which were averaged to obtain the final results [18].
The final picture data set is pici,j,θ,n. The rows and columns
are represented by i and j; θ is the analyzer angle; and n
represents the index of pictures captured during each analyzer
angle. The experimental random polarization error can be
calculated using Eqs. (16) and (17):

NeAOLP
exp
random �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi�X
θ

�X
n−1

�X
i, j

�AOLP_pici,j,θ,n − AOLP_pici,j,θ,n�1�2
�
∕�2 · �i · j��

�
∕�n − 1�

�
∕32

s
, (16)

NeDOLP
exp
random �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi�X
θ

�X
n−1

�X
i, j

�DOLP_pici,j,θ,n −DOLP_pici,j,θ,n�1�2
�
∕�2 · �i · j��

�
∕�n − 1�

�
∕32

s
: (17)

Experimental random polarization error can be caused by
various types of system noise, and the actual PNRS calculated
for a digital system is not entirely realistic. These two factors
lead to deviations between the simulation data and the exper-
imental data. However, we only focus on a comparison of the
PNRS and ER attenuation effects on polarization error. As a

Fig. 2. Experimental apparatus.

Table 1. Different ERs for Different F Numbers

F# 2 4 22
ER 20 28 44

(a)

(b)

Fig. 3. Experimental apparatus for (a) ER � 7 and (b) ER � 500.
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result, we use the normalized method in order to address the
experimental and simulation data. Both the experimental and
simulation random errors [calculated using Eqs. (8) and (9)] are
divided by their average values. There are, in total, 35 exper-
imental DOLP errors and simulation DOLP errors, and their
average values are 1.28 and 1.09, respectively. Thus, the exper-
imental and simulation random DOLP errors are divided by
1.28 and 1.09, respectively. Using the same method to deal
with AOLP errors, the experimental and simulation random
AOLP errors are divided by 0.41 and 0.32, respectively. The
results are shown in Fig. 4, where dashed lines show the nor-
malized simulation results for different ER systems calculated
from Eqs. (8) and (9). Solid lines with triangles represent the
normalized experimental results for the different ER systems.

The total polarization noise is calculated as

NeAOLPnoise � ∂�AOLP_picθ,n�, (18)

NeDOLPnoise � ∂�DOLP_picθ,n�: (19)

The normalized experimental total noise and simulation
random noise are shown in Fig. 5. They have been divided
by their average values, using the same method as for the ran-
dom errors.

A data-fitting method was employed to derive COMdiff

from the experimental results. The experimental data-fitting
procedure is as follows:

1. Curve fitting. Consider the process to derive a func-
tional relationship between the ER and the NeDOLP, as an
example. ER, and the corresponding NeDOLP, are split into
seven groups, according to the PNRS value. In each group, we
fit curves between ER and NeDOLP that have the form
f �x� � axb � c. We rewrite ER as ERB · ERmax � 1 and, fi-
nally, derive the normalized function fNER�ERB� (N � 1–7).
Similarly, fNPNRS (PNRSB) (N � 1–7, N for different ER
groups) can also be derived.

2. We deduce the first-derivative functions for the ER and
the PNRS, diff fNER�ERB� and diff fNPNRS�PNRSB�, respectively.

3. Then, we take the normalized ERB, given by ERsn∕
ERmax, and the PNRSB value, given by PNRSsn∕PNRSmax,
and use the first-derivative function to derive the COMdiff

value. The lower the PNRSmax value is, then the lower the
diff fNPNRS�PNRSB� will be. We choose PNRSmax to be 27 Ke−

and ERmax to be 100, in order to have a relatively low
diff fNPNRS�PNRSB�. In fact, 27 Ke− is the maximum PNRS in
our experiment, but it would be higher if a higher-well-capacity
sensor or better auto exposure strategy were employed. An ER
of 100 is currently the largest-extinction-ratio polarimetric
imaging system based on a nanowire filter.

4. Finally, we calculate the COMdiff value of the NeDOLP
and NeAOLP.

The comparison figures for the simulation and experi-
ments with the same PNRSmax and ERmax are shown in
Figs. 6 and 7. The solid line denotes the experimental result
based on the data process mentioned above. The dashed line is

(a)

(b)

Fig. 4. Experimental and simulation random polarization noise for
(a) DOLP and (b) AOLP.

(a)

(b)

Fig. 5. Normalized experimental total noise and simulation random
polarization noise for (a) DOLP and (b) AOLP.
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the simulation result that corresponds to the actual ERB
and PNRSB.

There are four key differences between the simulation and
experimental data:

1. The difference between ER � 7 and ER � 20 in the
experimental data is larger than that in the simulation. This
may be caused by the cross talk effect when ER � 7. The
performance of each nanowire filter cannot be regarded as a
normal polarizer with the standard Mueller matrix.

2. Theoretically, when the ER is more than 20, COMdiff

will be greater than 1. In the experiment, however, when
the ER is more than 20 and PNRS is higher than 18,000,
the COMdiff of the NeAOLP would be less than 1, which
is caused by system cross talk and experimental error. This
means that in cases where the PNRS can increase only by less
than 34%, improving the ER could be a better choice for
reducing error.

3. The difference between ER � 44 and ER � 500 in the
experimental data is larger than that in the simulation data.
This difference may result from difficulties in measuring a high
ER accurately for such a wide spectral range.

4. When the PNRS is small, its influence in the experi-
ment is larger than in the simulation. This is because the
amount of sensor additive noise, such as detector dark current
noise and quantization noise, is larger in the experiment. The
mathematical model in this study only considers sensor noise to
be shot noise.

Though errors exist in the experiments, we can also deter-
mine that the attenuation effects of the ER and the PNRS on
the polarization degree and polarization angle are almost the
same in the simulation and in the experiment. The curvilinear
trends of the simulation and the experiments in Figs. 6 and 7
prove the first conclusion in Section 2.B: A lower PNRS and a
higher ER lead to a higher COMdiff (the ratio of the attenu-
ation effects of the PNRS and the ER), which implies that
when the system based on a nanowire filter has a relatively high
ER and low PNRS, using a higher-well-capacity sensor or better
exposure strategy will have a greater attenuation effect than
improving the system ER. We know that the attenuation effect
of the PNRS will be higher than that of the ER when the ER is
higher than 28, as per our experimental results, which is also
our second conclusion in Section 2.B. This means that, cur-
rently, when the ER of a system based on a nanowire filter
is higher than 28 (or the ER is higher than 20, and the
PNRS is lower than 18 Ke−), improving the PNRS instead
of the ER must be the priority in order to attenuate the system
error.

4. IMAGE ANALYSIS

In this section, we present images obtained from polarimetric
imaging systems based on a nanowire filter to prove that under
certain circumstances, improving the system PNRS has a better
attenuation effect than improving the ER. The target in this

(a)

(b)

Fig. 6. Experimental results for COMdiff values with random
(a) NeDOLP and (b) NeAOLP.

(a)

(b)

Fig. 7. Experimental results for COMdiff values with total
(a) NeDOLP and (b) NeAOLP.
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section is a Logitech M545 mouse covered in a large number of
tiny dust particles. These dust particles could easily be seen by
polarization images rather than intensity images. In the experi-
ments, we use two systems with different ERs to image the
target. One system has F# � 22 (referred to as F22) and
ER � 44, and the other system has F# � 2 (referred to as
F2) and ER � 20. In the experiments, the exposure time is
adjusted to make the PNRS of F2 twice that of the PNRS
of F22. Then, we choose two typical small parts, labeled A
and B for the analysis, as shown in Fig. 8.

To quantitatively evaluate the pictures, we averaged 100
images as ideal images without noise. Other images based
on a single shot were used to evaluate the images containing
noise. The polarization imaging noise can be calculated as

NeDOLPpic �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP �DOLPsingle −DOLPaver�2
q

pixnum
, (20)

NeAOLPpic �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP �AOLPsingle − AOLPaver�2
q

pixnum
: (21)

A comparison of the results for areas A and B and for the
F22 system (ER � 44) are listed in Table 2.

From these comparisons, it is apparent that in areas A and B,
when the ER is lower and the PNRS is higher, the NeDOLP
and NeAOLP are lower. When the initial PNRS is relatively
high, at 4 Ke−, the polarization accuracy is relatively low,
at 16.2%. When the initial PNRS is relatively low, at
0.45 × 103, the polarization accuracy lower value is relatively
high, at 44.8%. These results indicate that the attenuation
effect of the PNRS on polarization accuracy is greater than that
of the ER. This greater value is higher when the PNRSB is
relatively low.

5. CONCLUSION

In this study, we analyzed the attenuation effects of the ER and
the PNRS (which directly reflect sensor SNR) on system polari-
zation error, theoretically and experimentally. First, our results
indicate that for systems with a relatively higher ER and lower
PNRS, COMdiff will be higher, which means that the attenu-
ation effect of the PNRS is more obvious. This conclusion fits
well with the experimental results. Second, because the ER of
the nanowire-based system is lower than 100, the attenuation
effect of the PNRS will be always greater than that of the ER
when the ER is higher than 20. In the experiments, however,
this boundary value of 20 is increased to 28, owing to exper-
imental errors and system cross talk. Real-life images were taken
under particular conditions in order to prove that when the ER
is higher and the PNRS is lower, the polarization error can
increase by more than 17%. These findings indicate that in
many circumstances, the PNRS plays a more important role
in decreasing system error than the ER. However, systems based
on nanowire filters contain multiple sources of errors, and the
weights of these sources vary according to the different system
constructions and imaging conditions. For instance, when the
target spectral information differs considerably from the light
source used in the nonuniformity correction, the nonuniform-
ity error may be larger than the random error. In such a case,
the directions provided in this study would require adjustment,
and the issues related to such systems should be the subject of
future investigations.
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