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A biologically inspired image fusion mechanism is analyzed in this paper. A pseudo-color image

fusion method is proposed based on the improvement of a traditional method. The proposed

model describes the fusion process using several abstract de¯nitions which correspond to the
detailed behaviors of neurons. Firstly, the infrared image and visible image are respectively ON

against enhanced and OFF against enhanced. Secondly, we feed back the enhanced visible

images given by the ON-antagonism system to the active cells in the center-surrounding an-

tagonism receptive ¯eld. The fused þVISþIR signal are obtained by feeding back the OFF-
enhanced infrared image to the corresponding surrounding-depressing neurons. Then we feed

back the enhanced visible signal from OFF-antagonism system to the depressing cells in the

center-surrounding antagonism receptive ¯eld. The ON-enhanced infrared image is taken as the
input signal of the corresponding active cells in the neurons, then the cell response of infrared-

enhance-visible is produced in the process, it is denoted as þIRþVIS. The three kinds of signal

are considered as R, G and B components in the output composite image. Finally, some

experiments are performed in order to evaluate the performance of the proposed method.
The information entropy, average gradient and objective image fusion measure are used to

assess the performance of the proposed method objectively. Some traditional digital signal

processing-based fusion methods are also evaluated for comparison in the experiments. In this

paper, the Quantitative assessment indices show that the proposed fusion model is superior
to the classical Waxman's model, and some of its performance is better than the other image

fusion methods.
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1. Introduction

In the research area of sensor fusion, there are many technologies and algorithms.

Their aim is to combine multiple input images into a single composite image which

contains a better description of the scene than the one provided by any of the

individual input images.15 One of the most interesting characteristics of data fusion is

its property of data aggregation. From the signal processing point of view, the

process of data fusion extends spatial and temporal coverage of the system. Actually,

information acquisition of human brain has close relation to the process of multi-

sensor or multi-modal fusion. For example, human brain draws a conclusion from

information from various perceptions, such as vision, touch and audition. In terms of

the judgment of human brain, the ¯nal decision can be considered as composite

judgment output from various sensors. In recent years, image fusion techniques have

been deeply investigated. They now have wide applications in many ¯elds, such as

medical care, biological analysis and industry. In the ¯eld of image processing, the

infrared and visible images are fused to obtain a composite image. The fused image

contains visible targets and infrared targets. It is probable to ¯nd new form of target

in the fused image. So, image fusion techniques are taken as an e®ective solution to

improve the performance of recognition, target's detection and tracking. The quality

of visual perception can also be improved by the dual band image fusion.18

Image fusion is not a process of simply combining multiple images. The quality of

output image is increased by this process. It is the principal motivation of image

fusion. Numerical algorithms in pixel-level fusion techniques may be classi¯ed as

spatial domain and transform domain. In most of the algorithms, fusion mechanisms

are developed by traditional signal processing methods, such as the sparse repre-

sentation method,2 Gaussian low-pass pyramid-based fusion method,3 principal

component analysis (PCA) method,17 and the wavelet transform method.5 In terms

of these formalized processing systems, most of the state-of-the-art frameworks in

image fusion are composed of some standardized methods. They are classi¯ed and

shown in Fig. 1.

It can be seen from Fig. 1 that most of the current common image fusion methods

need to go through four principal processes.13

Firstly, the imaging system needs to obtain source images. Then the spatial

alignment is performed on the images. The dual band image fusion system captures

visible and infrared images by dual band sensors. They describe the scene in visible

band and infrared band. But the optical system gives di®erent ¯elds of view, the

multiple images are kept aligned for image fusion.

Secondly, the aligned images need format transformation. The fusion system

needs some kind of ¯xed image format which can be represented in the calculation

framework, such as gray scale, color, quaternion and real number representation.

Thirdly, the image fusion is performed in the substantive stage. Many kinds of

methods can be used in the process. Such as the pixel fusion, feature fusion and

decision fusion.

Y. Wang & Y. Wang
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The fused image is shown in the ¯nal stage. The fused output is processed for

display or further processing. In most of the studies, alignment is an independent

part and it does not belong to the image fusion algorithms. It is assumed that image

registration was performed in advance in these studies. In fact, the basic theories of

traditional image fusion framework are from the common data fusion theory. It is

considered as a migration process in the early studies. There is no signi¯cant HVS-

inspired mechanism in the main process except some simple signal decomposition

methods in the transform domain.

Another problem is that the real-time requirement can't be satis¯ed by the tra-

ditional fusion methods in most of the embedded systems. According to the principle

of human visual system, thermal IR signals can't be detected by human eye, espe-

cially the long-wave infrared images.4 So biologically-inspired image fusion method

can scarcely be proposed by mimicking the mechanism of human visual system

(HVS) which is occasionally used partly in source image preprocessing or information

combination rather than the fusion mechanism. But in the research of Newman and

Hartline,14 the phenomenon of signal fusion was observed in several classes of rat-

tlesnakes, such as pit vipers and pythons. The behaviors are actively investigated in

their neurons of optic tectum. Similar to human visual system, visual perception of

mammals is not performed pixel-by-pixel, it is performed by the global neuron

control of brains subconsciously. Though the perception is performed by special

sensor, purpose of the behaviors is as the same as those of many digital image

processing methods, such as target detecting and tracking.1,16,25

Input Images

Spatial
Alignment

Temporal
Aligment

Radiometric
Calibration

Feature
Extraction

Radiometric
Calibration

Semantic
Equalization

Decision
Labelling

Semantic
Equalization

FusionDisplay

Pixel Fusion Feature Fusion Decision Fusion

Fig. 1. General image fusion framework in the imaging system.13

An Improved Biologically-Inspired Image Fusion Method

1857004-3

In
t. 

J.
 P

at
t. 

R
ec

og
n.

 A
rt

if
. I

nt
el

l. 
D

ow
nl

oa
de

d 
fr

om
 w

w
w

.w
or

ld
sc

ie
nt

if
ic

.c
om

by
 U

N
IV

E
R

SI
T

Y
 O

F 
N

E
W

 E
N

G
L

A
N

D
 o

n 
03

/0
5/

18
. F

or
 p

er
so

na
l u

se
 o

nl
y.



In this paper, we begin the analysis using a biologically-inspired model. The fusion

imaging system is analyzed theoretically from neuron interactions, signal transmis-

sion mechanisms and implementation methods. Previous work has revealed some

useful information about biological fusion information reception behaviors. In the

research of Waxman,19–23 the mechanism of signal transmission and processing in

the neuron system of rattlesnakes is described as a mathematical model. Neuron

interactions in the brain are expressed as pixel interactions in an image in the studies

of Waxman. But the model is simple and coarse due to the limited computational

condition in the past. In this paper, we give an improved mathematical model to

describe the complicated mechanism.

This paper is organized as follows: Section 2 discusses the mathematical repre-

sentation of neuron interactions to representation of rattlesnake for the image fusion.

In Sec. 3, a new fusion approach is proposed and analyzed. Some experimental results

are presented in Sec. 4. Our conclusions and prospects are drawn in Sec. 5.

2. Image Fusion Mechanism of Rattlesnake

The biological model of rattlesnake visual system is the basis of our fusion algorithm.

The computational approach is concluded from neurons' interactions in the optic

tectum of rattlesnakes and pythons. The speci¯c algorithm framework is inspired by

the related work which has proven that the task is performed in a strongly nonlinear

fashion.22 The behaviors of rattlesnake visual system can be classi¯ed into enhancing

behavior and depressing behavior. The interactions are shown by the neurons in

which one sensing modality enhances or depresses another modality. Such as the

interactions between infrared signal sensitive neurons and visible signal sensitive

neurons. In fact, the reactions of the cells are related to their striking behaviors which

are introduced in detail in Ref. 8.

The related work gives some physical motivations to our studies. The approaches

are summarized by Waxman in Ref. 23. The work of Waxman is performed by

constructing a mathematical model to simulate the interactions between these two

kinds of cells. Experimental results show that the spectral re°ectivity is linearly

related to the emissivity. They also suggest the utility of ON and OFF response

channels which form the basis of Waxman's computational model.3 There are six

kinds of behaviors in the interaction modes. The visible signal and output of IR

receptive cell are de¯ned as fvisðx; yÞ and firðx; yÞ, respectively. These six kinds of

behaviors are listed and introduced in what follows.

(1) The visible signals enhance IR signal receptive cells.

In this mode, the IR receptive cells don't respond to the individual visible signal

input. But when the receptive cells are processing IR signals, the input visible signals

can enhance the activities of neuron behaviors. We use the exponential function to

simulate the enhancement procedure.

fvisþirðx; yÞ ¼ firðx; yÞ exp fvðx; yÞ; ð1Þ
where fvisþirðx; yÞ denotes the output fused signal.

Y. Wang & Y. Wang
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(2) The visible signals depress IR signal receptive cells.

It is contrary to the former mode. In this mode, the IR receptive cell doesn't

respond to the individual visible signal input. But when the receptive cells are pro-

cessing IR signals, the input of visible signals can depress the neuron behaviors. We

use the logarithm function to simulate the depressing procedure.

fvis�irðx; yÞ ¼ firðx; yÞ log½fvðx; yÞ þ 1�; ð2Þ

where fvis�irðx; yÞ denotes the fused signal.

(3) The IR signals enhance visible signal receptive cells.

This mode is similar to mode (1). The di®erence is that the active signals are IR

signals. They enhance or depress the visible signals. The visible signals are passive.

We use the exponential function to simulate the process that IR signals enhance

visible signals in this mode.

firþvisðx; yÞ ¼ fvðx; yÞ exp firðx; yÞ; ð3Þ

where firþvisðx; yÞ denotes the fusion imagery.

(4) The IR signals depress visible signal receptive cells.

In this mode, the active IR signals act on the visible receptive cells by depressing

their activities. We use logarithm function to simulate the depressing behaviors.

fir�visðx; yÞ ¼ fvðx; yÞ log½firðx; yÞ þ 1�; ð4Þ

where fir�visðx; yÞ denotes the fusion imagery.

(5) AND receptive cells.

In this mode, only when the visible signals and IR signals act on the receptive

neurons simultaneously, the cells show obvious behaviors. We use \weighted-and" to

simulate the corporation. It is de¯ned as follows:

ðaÞ fandðx; yÞ ¼ bfvðx; yÞ þ afirðx; yÞ; fvðx; yÞ > firðx; yÞ; ð5Þ
ðbÞ fandðx; yÞ ¼ afvðx; yÞ þ bfirðx; yÞ; fvðx; yÞ < firðx; yÞ; ð6Þ

where a > 0:5; b < 0:5.

(6) OR receptive cells.

When the visible signals and IR signals act on the receptive neurons simulta-

neously or respectively, the cells show obvious behaviors. We use \weighted-or" to

simulate the corporation. It is de¯ned as follows:

ðaÞ forðx; yÞ ¼ afvðx; yÞ þ bfirðx; yÞ; fvðx; yÞ > firðx; yÞ; ð7Þ
ðbÞ forðx; yÞ ¼ bfvðx; yÞ þ afirðx; yÞ; fvðx; yÞ < firðx; yÞ; ð8Þ

where a > 0:5; b < 0:5.

It is concluded from the research of visual system that the neurons in di®erent

locations in the retina show di®erent reactions to illumination. The reactions are

simpli¯ed to the behaviors of enhancing and depressing the visual system of
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rattlesnake. In this paper, the region in the retina that can in°uence the reaction of

neurons; receptive ¯eld is called RF. In many studies, the RF is considered as an

elementary entity of nerve signal processing.21

According to the connections of retinal cone cell and visual cortex cell, the re-

ceptive ¯eld of neuron cells in retina can be divided into two parts: ON-center OFF-

surround receptive ¯eld and OFF-center ON-surround receptive ¯eld.3 They denote

center enhancement behavior and surround depression behavior, respectively. We

use two concentric circles composed of the ON-center receptive ¯eld and OFF-sur-

round receptive ¯eld to describe the relation between two kinds of cells. The model is

shown in Fig. 1, in which the plus sign denotes enhancement area and the minus sign

denotes depression area. The enhancement area in the center and its surrounding

depression area form the ON-center receptive ¯eld. When the beam strikes the center

area, the neurons will be enhanced, but when the beam strikes its surrounding area,

the neurons will be depressed. The activity of neurons in the ON-center area is

weakened gradually from the center area to the surrounding area. But the OFF-

surround receptive ¯eld shows the opposite behavior. Their di®erent reactions in the

central location and ambient location to the beam are named antagonism by bio-

physicists. These antagonism responses can be used to enhance the detail informa-

tion of high frequency in the receptive image, then the image contour can be

extracted by the behavior for further processing.

The biophysicists found that the region of the receptive ¯eld of ganglion cells near

the retina are larger than that of the same kinds of cells far from the retina. The

activities distribution of the cells in the central receptive ¯eld and surrounding re-

ceptive ¯eld complies with the Gaussian distribution. The sensitiveness of the cells

near the central region of receptive ¯eld is higher than that in the receptive ¯eld far

from the center.

In the study of E. H. Land in Refs. 9–11, the Retinex theory and approaches were

proposed. The name comes from Retina and Cortex. The calculation of luminance

and chrominance invariance was simpli¯ed to a calculable engineering model.

Though the model is simple, it is highly related to the activities of cells in the

receptive ¯eld. In the biological vision system, the ON-center receptive ¯eld and

OFF-center receptive ¯eld play important roles in the processing of visual infor-

mation in the cortex. The receptive ¯eld related model is used widely in the ¯eld of

image processing.

The passive membrane equation is a mathematical description for center-sur-

rounding antagonism receptive ¯eld model. It was proposed by Grossberg in his

neural network description of center-surrounding receptive ¯eld.6 The model is de-

¯ned as follows:

Cell response of ON-antagonism system:

Xkði; jÞ ¼
ADþ ECkði; jÞ � FSkði; jÞ

Aþ Ckði; jÞ þ Skði; jÞ
: ð9Þ

Y. Wang & Y. Wang
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Cell response of OFF-antagonism system:

�Xkði; jÞ ¼
ADþ ESkði; jÞ � FCkði; jÞ

Aþ Ckði; jÞ þ Skði; jÞ
; ð10Þ

where A denotes decay rate constant, i and j denote pixel coordinate, D denotes

basal vitality of cells, and k is color channel. E and F are polarization constant.

Ckði; jÞ denotes agitation center of receptive ¯eld, it is de¯ned as:

Ckði; jÞ ¼ Ikði; jÞ �Wcði; jÞ ¼
1

2�� 2
c

X

m;n

Ikði�m; j� nÞe
�
�m2þn2

2� 2
c

�
:

Skði; jÞ denotes depression-surrounding area in the receptive ¯eld, it is expressed as:

Skði; jÞ ¼ Ikði; jÞ �Wsði; jÞ ¼
1

2�� 2
s

X

p;q

Ikði� p; j� qÞe
�
�p2þq 2

2� 2
s

�
;

where Ikði; jÞ is input image, \�" denotes convolution operator, Wcði; jÞ and Wsði; jÞ
are Gaussian distribution functions corresponding to the central ¯eld and surrounding

¯eld. The size of their windows is denoted by m� n and p� q. �c and �s are space

constants corresponding to the central ¯eld c and surrounding ¯eld s.

3. Fusion Model

3.1. Classical rattlesnake-inspired fusion model

A classical rattlesnake-inspired fusion model was proposed by Waxman in Lincoln

Laboratory of MIT. It is a pseudo-color fusion approach based on the dual-mode cell

mechanism of rattlesnakes. The fusion process is shown in Figs. 2 and 3. The ON/

OFF framework represents the contrast perception properties. Enhancement is

performed in the ¯rst stage. Then, the mechanisms of the infrared enhancing the

visible and the infrared depressing the visible are performed in the second stage.

They are consistent with the visual fusion mechanism of rattlesnake.

First, the infrared images are enhanced by the OFF-antagonism system and ON-

antagonism system. Then the OFF-enhanced images and ON-enhanced images are

obtained. The enhanced visible images are obtained by the ON-antagonism system.

+ + +

+

+

---

-

-

Fig. 2. Receptive ¯elds of ON-center and OFF-center models.
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It is expressed by ON VIS in Fig. 2. Second, fusion is performed on the enhanced

images. The neurons feedback the enhanced visible images from the ON-antagonism

system to the cells in the center-surrounding antagonism receptive ¯eld. The OFF-

enhanced infrared images and ON-enhanced infrared images are transferred to the

surrounding-depressing cells in the corresponding neurons. Two types of fusion sig-

nals are acquired in the process. They are denoted as þVISþIR and þVIS-IR which

describe the infrared enhancing visible images and infrared depressing visible images.

Finally, the three channels of R, G, B are constructed by the output signal of

þVISþIR, ON VIS andþVIS-IR. Then the pseudo-color images are generated in the

process.

3.2. The proposed fusion framework

Theoretically, the produced fused image by simulating the process of infrared image

enhancing visible image and infrared image depressing visible image give a com-

prehensive description to the perceived information. In order to acquire more com-

plicated information in the fused images, we improved the fusion framework of

Waxman in Fig. 2. The fusion process is separated into two stages by simulating the

fusion process of infrared and visible signals in the neurons of rattlesnakes. The

proposed framework is shown in Fig. 4.

+

+ +

+

-

- -

-

+

-

-

- -

-

+

+

+ +

+

-

-

- -

-

+IR Visible

+VIS+IR

+VIS-IR

ON_VIS

R

G

B

-

- -

-

+

+

+ +

+

-

ON-Antagonism OFF-Antagonism

Fig. 3. Fusion model of Waxman.
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In the new fusion method, the OFF- and ON-enhanced images are acquired in the

¯rst stage, the enhanced infrared image and visible image are also produced by the

OFF-antagonism system and ON-antagonism system. Then the image fusion is

performed in the second stage. We feed back the ON VIS signal of the enhanced

visible image from the ON-antagonism system to the active cells in the center-

surrounding-antagonism receptive ¯eld. For the OFF-enhanced infrared image, we

feedback them to the corresponding surrounding-depressing neurons in order to

obtain the fused þVISþIR signal. Then we feed back the enhanced visible signal

from OFF-antagonism system to the depressing cells in the center-surrounded an-

tagonism receptive ¯eld. The ON-enhanced infrared image is taken as input signal for

the corresponding active cells in the neurons, then the cell response of infrared-

enhancing-visible image is generated in the process, it is denoted as þIRþVIS. The

three kinds of signals þVISþIR, ON VIS and þIRþVIS correspond to the RGB

channels in the pseudo-color images. Then the output fused image is generated in the

last step.

3.3. Quality assessment methods of image fusion

In order to further investigate the proposed model, we use three kinds of indices to

assess the quality of fused images. The information entropy and average gradient are

used to evaluate the active information in an image. The Qabf index is used to

evaluate the amount of information transferred from source images to fused images.

+

+ +

+

-

- -

-

+

-

-

- -

-

+

+

+ +

+

-

-

- -

-

+

IR Visible

+VIS+IR

+IR+VIS

ON_VIS

G

R

B

+

+ +

+

-

Fig. 4. The proposed fusion framework.
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(1) Information entropy

With respect to the total information contained in the fused image, there should

be more information in the fused images than the source image. So the quality of

fused images can be evaluated by the amount of the information entropy based on

the assumption that the visual e®ect of fusion image with higher information entropy

is better than that with lower information entropy.

H ¼ �
XL�1

i¼0

pi log pi; ð11Þ

where L is gray level of the pixel in the image, pi is probability distributions of the

pixel with di®erent gray level.

(2) Average gradient

The amount of detail information in an image can be evaluated by computing its

average gradient, which can describe the sharpness of the image. It is used to rep-

resent the di®erence between image details in the experiment. The index is de¯ned as

r �G ¼ 1

M �N

XM

i¼1

XN

j¼1

½�xfði; jÞ2 þ�yfði; jÞ2�1=2; ð12Þ

where M �N denotes the size of fused image. �xfði; jÞ is gradient in the x direction

of pixel ði; jÞ. �yfði; jÞ expresses the gradient in the y direction of pixel ði; jÞ.
(3) Objective Image Fusion Performance Measure

The above two metrics assess the quality of fused images by calculating the

activities of their pixel distribution. In fact, the statistical results give a description

for the amount of energy included in an image. But it is not a comprehensive

mechanism to evaluate image quality. The HVS-sensitive information in an image is

the information that the metrics should assess.7,12 The objective image performance

measure in Ref. 24 is more reasonable because it can evaluate the quality of fused

images by calculating the amount of edge information that is transferred from the

input images to the fused images. The mechanism is consistent with the properties of

HVS. The metric is named Qabf , and it is de¯ned as follows:

Qabf ¼
PN

n¼1

PM
m¼1 QAF ðn;mÞ!Aðn;mÞ þQBF ðn;mÞ!Bðn;mÞ

PN
i¼1

PM
j¼1ð!Aði; jÞ þ !Bði; jÞÞ ; ð13Þ

where QAF and QBFare edge information preservation values which are weighted by

!Aðn;mÞ and !Bðn;mÞ, respectively. A Sobel edge operator is applied in the operators.24

4. Experimental Results

In the experiments, two sets of OCTEC test images are ¯rstly used to simulate the

proposed method. Image registration was performed on the produced source images

in advance. They are shown in Fig. 5, where Figs. 5(a) and 5(c) are visible images and

Figs. 5(b) and 5(d) are corresponding long wave infrared images. The source images

Y. Wang & Y. Wang
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Figs. 5(c) and 5(d) are photographed in the smoke environment in order to em-

phasize the e®ect of infrared imagery.

In order to give a comprehensive investigation on the improved biologically in-

spired image fusion mechanism, we use some traditional fusion methods to test the

images for comparison. The results are given in Fig. 6.

Theoretically, in respect of the human visual system, the pseudo-color images

show very di®erent visual e®ects in Fig. 6. They are not very consistent with the

(a) Average (b) DWT (c) LAP (d) PCA

(e) Ratio (f) Waxman (g) The proposed

Fig. 6. Color image fusion results.

(a) (b) (c) (d)

Fig. 5. Source images from OCTEC.
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properties of human perception. But in most of the applications, we did not pay

much attention to the color information. Main structure information in an image is

described by the pseudo-color information. In order to further investigate the per-

formance of the proposed method, we transform the color images in Fig. 6 to gray-

scale images. They are shown in Fig. 7.

From the fusion results in Figs. 6 and 7, it can be clearly seen that the fusion

results of the proposed methods are better than the results of Waxman. The per-

ceived e®ect of Fig. 7(g) is close to the natural scene. Some visible objects are more

prominent. The detail information in the scene is also better than that from the

classical fusion method of Waxman. The smoke shelter houses, people and the ¯re

point can hardly be seen in Waxman's results in Figs. 6 and 7. Figures 6(g) and 7(g)

are fusion results obtained by using the fusion structure proposed in this paper. It not

only preserves the background information of visible light images such as houses,

trees, people and smoke but also contains the main information in the infrared image

such as thermal target and heat source location. It should be pointed out that

compared with the complicated DWT-based method, the proposed biologically-in-

spired image fusion method does not show performance improvement obviously in

(a) Average (b) DWT (c) LAP (d) PCA

(e) Ratio (f) Waxman (g) The proposed

Fig. 7. Grayscale image fusion results.
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the grayscale image fusion results in Fig. 7. But in Fig. 6, the pseudo color fused

images generated by the proposed method show better perceptive quality. There is

abundant information in these fused images which show stronger contrast than the

other fused images. The visual impact of Fig. 6(g) is also stronger than other fused

images. The fused images of Fig. 6(f) given by Waxman are also pseudo color images,

but their visual e®ect is similar to the fused image of Fig. 6(d) using PCA method.

The color contrast is almost the same as in the source visible image. There is no

information increase in these fused images. Quanti¯ed index is an e®ective objective

tool to evaluate image quality. It can give precise assessment result for test images.

We use information entropy, average gradient and objective image fusion perfor-

mance measure to assess the quality of image fusion. For each index, the luminance

layer of these fused images and the three R G B channels are all assessed by the

quanti¯ed index. Regarding the color information, transferring is only performed in

Waxman's method and the proposed method. The color information is not used in

the assessment. We compute the average value of the R G B layers of the pseudo

color images. The results are listed in Table 1.

Seven fusion methods are used for comparisons in the experiments. They are

average method, wavelet-based method, Laplace pyramid method, PCA method,

ratio pyramid method, the Waxman's method and the proposed method. In general,

the performance of the wavelet-based method should be the best among them.

According to the objective assessment results listed in Table 1, the PCA-based

method achieves the best performance in the fusion methods. But it almost does not

implement the fusion task in the process. It can be seen clearly that the method does

not transfer useful information from source image to the fused image. Considering

the visual perception e®ect and objective assessment results, the wavelet-based

method, Laplace pyramid method and the proposed method give better performance

than the other methods. The performance di®erences between the three methods lies

Table 1. Assessment results of fused images in Figs. 6 and 7.

Index Average DWT LAP PCA Waxman Ratio Proposed

Fused images of Figs. 5(a) and 5(b)
Information entropy Luminance only 6.3162 6.5683 6.6110 7.0633 5.8477 6.5031 6.1623

All information 2.1054 2.1894 2.2037 2.3544 5.8411 2.1677 6.5136

Mean gradient Luminance only 0.0194 0.0306 0.0304 0.0357 0.0078 0.0235 0.0119

All information 0.0065 0.0306 0.0101 0.0119 0.0116 0.0078 0.0187
Qabf Luminance only 0.4499 0.6257 0.6536 0.6783 0.0492 0.4517 0.0780

All information 0.1500 0.2086 0.2179 0.2261 0.0733 0.1506 0.0911

Fused images of Figs. 5(c) and 5(d)
Information entropy Luminance only 6.1211 6.2656 6.3063 6.9289 5.9428 6.2383 6.4239

All information 2.0404 2.0885 2.1021 2.3096 5.8858 2.0794 6.7725

Mean gradient Luminance only 0.0136 0.0181 0.0177 0.0166 0.0062 0.0155 0.0110

All information 0.0045 0.0060 0.0059 0.0055 0.0094 0.0052 0.0103
Qabf Luminance only 0.4394 0.4811 0.5093 0.6149 0.0515 0.4554 0.0944

All information 0.1465 0.1604 0.1698 0.2050 0.0866 0.1518 0.1025

An Improved Biologically-Inspired Image Fusion Method
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is their description of the detail information in an image. The detail information

distribution in the luminance layer of fused images using wavelet-based method

and Laplace pyramid method is more abundant than the proposed method. But

the color contrast of the fused images generated by the proposed method is better

than the fused image produced by wavelet-based method and Laplace pyramid

method. Behaviors of these methods are deeply investigated by another group of

images. They are shown in Fig. 8. The corresponding experimental results are shown

in Fig. 9.

Though the proposed method is inspired by the mechanism of visible and infrared

fusion process, it can be expanded to the general image fusion applications. Figure 8

gives two groups of remote sensing images. There are also grayscale images and color

images in the data set. From the experimental results in Fig. 9, we can see that the

behaviors of these fusion methods are similar to those in Figs. 6 and 7. The proposed

method improves the contrast of the fused images. But the detail information in

Fig. 9(g) is not as good as the wavelet-based method and Laplace pyramid method.

Their quanti¯ed assessment results are given in Table 2, we perform the same as-

sessment method in Table 1.

Due to the disadvantages of detail information expression, the proposed method

gives lower value of Qabf than most of the traditional fusion methods, but it is higher

than the Waxman's method. For some source images, it is better than the average

method and PCA method. In the evaluation with Information entropy and Mean

gradient of all information it is better than the other methods, because the proposed

method transfers all the information to the fused images. But the traditional

methods only transfer the luminance information to the fused images. The detail

behaviors of the proposed method is investigated by the local image analysis. The

test images are shown in Fig. 10.

The detailed description by the proposed method of the image is analyzed by

enlarging its local region. In Fig. 10, the local region at the same place of four fused

images are enlarged two times in order to give a clear visual e®ect of their local

behaviors. Because the rightmost images are enlarged too much to show their con-

tours, we list the number of grayscale or color in the enlarged images for comparing in

Table 3.

(a) (b) (c) (d)

Fig. 8. Remote sensing source images.
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Obviously, ¯ve kinds of regions with di®erent color in the enlarged local images

are distinguished by the proposed method. It shows that the proposed method can

describe the local information better than the other fusion methods. But because the

image contour is usually extracted in luminance layer and the converting from color

image to grayscale image results in the loss of information in the grayscale images,

the visual perception of the contour information in the luminance layer of the fused

images generated by the proposed method is not as good as those generated by the

wavelet-based method and pyramid method. It can be seen clearly in Figs. 8 and 9.

The objective assessment methods give similar results in Tables 1 and 2.

From the objective assessment results of Information entropy, Mean gradient and

Qabf indices, we can see that the proposed biologically-inspired method gives similar

results to the source images compared with the complicated wavelet-based method.

In general, fusion images generated by better fusion methods should contain more

(a) Average (b) DWT (c) LAP (d) PCA

Fig. 9. Fused images of Fig. 8.
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(e) Ratio (f) Waxman (g) Proposed

Fig. 9. (Continued)

Table 2. Assessment results of fused images in Fig. 9.

Index Average DWT LAP PCA Waxman Ratio Proposed

Fused images of Figs. 8(a) and 8(b)
Information entropy Luminance only 7.6523 7.7141 7.7453 7.6709 6.6217 7.5754 7.1445

All information 2.5508 2.5714 2.5818 2.5570 6.4466 2.5251 6.8348

Mean gradient Luminance only 0.0719 0.0869 0.0859 0.0729 0.0235 0.0836 0.0389
All information 0.0240 0.0290 0.0286 0.0243 0.0384 0.0279 0.0586

Qabf Luminance only 0.8318 0.7939 0.8156 0.8344 0.0558 0.7750 0.1025
All information 0.2773 0.2646 0.2719 0.2781 0.0784 0.2583 0.1110

Fused images of Figs. 8(c) and 8(d)
Information entropy Luminance only 7.3751 7.5362 7.5820 7.3761 6.4741 7.5967 7.5272

All information 2.4584 2.5121 2.5273 2.4587 6.2921 2.5322 7.4003
Mean gradient Luminance only 0.0576 0.0962 0.0954 0.0568 0.0266 0.0770 0.0498

All information 0.0192 0.0321 0.0318 0.0189 0.0435 0.0257 0.0680
Qabf Luminance only 0.4421 0.5447 0.5729 0.4348 0.0627 0.4860 0.1181

All information 0.1474 0.1816 0.1910 0.1449 0.0742 0.1620 0.1158
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detail information, so they have greater information entropy and average gradient

than other methods. But by analyzing the local images of the fused images, we ¯nd

that application of this assessment criterion should be restricted in the grayscale

images. Color contrast of the proposed method is better than in the other methods,

Fig. 10. Local image analysis.

Table 3. Number of grayscale or color in the enlarged images of Fig. 10.

Enlarged Images

Laplace Pyramid

(Color)

Laplace Pyramid

(Grayscale)

Waxman's

Method

The

Proposed

Number of Grayscale or color 3 3 2 5

An Improved Biologically-Inspired Image Fusion Method
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though its fused images do not establish an obvious superiority in the detail infor-

mation description in luminance layer. Even so, it can be seen from the experimental

results that for both sets of grayscale and color images, the information entropy and

mean gradient of this method are better than those of the classical method of

Waxman. Drawback of the proposed method is the time consuming calculating

process. Our experimental results also show that the simulation time of the proposed

algorithm is longer than that of Waxman's algorithm and other fusion methods.

Since we didn't implement any optimization on the proposed algorithm, it needs

further improvement to reduce image fusion time.

5. Conclusions

In summary, both from the visual perception and quantitative evaluation results, the

experiments of the proposed method give a feasible algorithm structure to fuse dual-

band images by simulating the visual system of rattlesnakes. The experimental

results show that the imaging process is well consistent with the behaviors of pred-

atory rattlesnakes. Properties of the proposed method can be summarized in two

points.

(a) The fused images present strong color contrast in global and local information

distribution. Image content is described by color information. It is di®erent from the

traditional methods which is based on calculating pixel distribution of luminance

layer.

(b) The color information is transferred from the source images to the fused

images. So, the fusion process is implemented by full information transmission.

The predatory behavior of rattlesnakes is accurate and reliable. Their processing

mechanism which is dominated by the neurons should satisfy the condition of real-

time and celerity. So, there cannot be complicated signal decomposition in the

process. In this paper, as the discussion above, we are concerned for not only the

visual system simulation of rattlesnake but also its applications in image processing.

We proposed a very simple model to simulate the behaviors of rattlesnake. It is easy

to implement but gives a common fusion result. Though the results are not superior

to some of the state-of-the-art methods, the mechanism is innovative and worth

using in many applications. It should be pointed out that the proposed method aims

at producing pseudo-color fusion image, its visual e®ect cannot be assessed by its

luminance component. From this point of view, the results of Fig. 6 are more rea-

sonable than Fig. 7. The quantitative objective assessment methods assess the

quality of the luminance component and chroma component. The results of chroma

component evaluation are consistent with the human visual system. Due to the

limitation of assessment methods, the assessment results are not precise in evaluating

the chroma component of fused images. The visual e®ect of the pseudo-color fused

images generated by our method can give us more comprehensive description, but

the chroma information transmitting mechanism and construction method of fused

images need further research. The combination of biologically-inspired method and
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the traditional signal-decomposition method is our future emphasis content for study

and application.
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