
Optics and Lasers in Engineering 100 (2018) 234–238 

Contents lists available at ScienceDirect 

Optics and Lasers in Engineering 

journal homepage: www.elsevier.com/locate/optlaseng 

A robust sub-pixel subdivision algorithm for image-type angular 

displacement measurement 

Hai Yu 

∗ , Qiuhua Wan , Xinran Lu , Changhai Zhao , Yingcai Du 

Changchun Institute of Optics, Fine Mechanics and Physics, Chinese Academy of Sciences, Changchun 130033, People’s Republic of China 

a r t i c l e i n f o 

OCIS codes: 

120.0280 130.6010 120.3930 

a b s t r a c t 

The use of an image detector to receive grating images and measure angle displacement via image processing 
is a relatively new technique, which yields higher resolution and better precision than the traditional moiré
fringe method. To improve the robustness of image-type angle measurement, this paper proposes a robust sub- 
pixel subdivision algorithm based on the least square method. Firstly, by analyzing the characteristic of grating 
image, a new subdivision algorithm is established based on the least square method. Secondly, the simulations of 
robustness are completed to prove the performance in theoretically. Lastly, the proposed algorithm is used in a 
typical image-type angle sensor to test the performance in real case. By test, the proposed method is shown to be 
more accurate and with better robust than the traditional algorithm (centroid algorithm). In a typical image-type 
angle sensor, it successfully achieves a resolution of 0.62 ″ (21-bit), 2 13 -fold subdivision resolution, and precision 
of 12.85 ″ . The results presented here may provide a theoretical and technological foundation for further research 
on small-size, high-resolution photographic rotary encoders. 
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. Introduction 

Photoelectrical angle-displacement measurement is a high-
esolution, high-precision technology which combines optical, mechan-
cal, and electronic functions. Angle sensors are crucial components
f many different instruments [1] . Current angle sensors use index
rating and scale grating to form moiré fringe, change the moiré fringe
o a photoelectrical signal through the receiving element, and realize
ngular measurement via microprocessor. Many sensors work very well
sing moiré fringe: The absolute encoder designed by the Heidenhain
ompany, for example, can reach 27-bit resolution [2] ; a likewise

arge in size, ultra-high resolution absolute encoder was designed by
he Goddard Space Center as an optical pattern recognition and image
rocessing technology [3] ; the 25-bit absolute encoder designed by
hinese Chengdu Institute of Optics and electronics performs well [4] ;
nd the high-resolution encoder designed by the Chinese Changchun
nstitute of Optics, Fine Mechanics and Physics reach 0.01 ″ resolution
5] . These devices all used large grating. Achieving high-resolution
easurement with smaller grating is much more difficult. 

The digital imaging process may be better served by image detec-
ors equipped to measure angle displacement [6–11] . Researchers have
ndeed used image detectors to receive grating images and achieve
igh resolution angle displacement measurement via image processing;
cholars in the U.S. [12,13] , Serbia [14] , Japan [15] , Spain [16] , Korea
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17] , China [18,19] and other countries have made notable achieve-
ents regarding image type encoders. There have been few studies on

ubdivision and compensation methods for image detectors, however. 
Image type angle measurement technology is a recent advancement

or distinguishing disk reticle images to realize high-resolution and high-
recision measurements [20] . The principle is illustrated in Fig. 1 . 

As light passes through the grating, the grating pattern projects onto
he linear image sensors. In the process circuit, grating grooves are dis-
inguished and the angle position measure with the subdivision algo-
ithm. Angle subdivisions can be calculated intuitively by this method
s-assisted by digital image processing technology. In a previous study,
e achieved 1.24 ″ resolution and 14.6 ″ measurement precision with
rating diameter of 38 mm. 

We found those image noise and lens defocuse are the main factors
mpacting the subdivision algorithm results. Although digital image fil-
ering can filter some noise, it also causes some angle information to
e lost. For these reasons, our primary goal in conducting the present
tudy was to secure a new angle subdivision algorithm with robustness
o noise and defocusing. 

In this paper, we analyzed the imaging characteristics of grating
rooves and established a robust subdivision algorithm based on the
east square method accordingly. This algorithm can minimize the in-
uence of image noise and lens defocus effectively; it features accurate
ecognition ability and strong adaptability. We applied the algorithm in

http://dx.doi.org/10.1016/j.optlaseng.2017.09.006
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Fig. 1. Angle measurement principle. 
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Fig. 3. Calculation with two reference lines. 
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n angle sensor and achieved 2 21 resolution and 12.85 ″ precision when
he grating diameter was 38 mm. 

The remainder of this paper is organized as follows. In Section 2 ,
he robust subdivision algorithm is proposed based on the analysis of
rating-grooves images. In Section 3 , we demonstrate the performance
f the algorithm by simulation. Section 4 presents a series of test results.
onclusions are provided in Section 5 . 

. Robust subdivision algorithm 

Image type angle measurement requires the use of a grating which
ontains code lines and subdivision reference lines. We inserted refer-
nce lines among encoding lines. The code lines are according to shift-
ng coding. The subdivision reference lines are 2 n equal-wide lines dis-
ributed uniformly on the circle. Because the lines have a certain width,
t is crucial to accurately calculate the center during subdivision. An
mage of three neighboring subdivision reference lines received by the
inear image detector is shown in Fig. 2 . 

In Fig. 2 , the border of a subdivision reference line is not saltato-
ial and contains three areas: Top, transition, and bottom. The pixels in
he top and bottom are relatively stable; the pixels in transition change
onsiderably. The transition and top all include angle information. The
raditional calculation method involves the use of a centroid algorithm
o calculate the center: 

 = 

∑
𝑥 ∈𝑁 

𝑝 ( 𝑥 ) 𝑔( 𝑥 ) 
∑
𝑥 ∈𝑁 

𝑝 ( 𝑥 ) 
(1)

here N is window size, g(x) are the positions of every pixel in N win-
ow, and p (x) are pixel values. This arithmetic can filter noise properly
ia an average algorithm. The size of N window significantly influences
he result of the centroid algorithm. The center position of the image is
 0 and the two subdivision reference lines on either side of the image
enter are R and R , as shown in Fig. 3 . 
1 2 𝑐

Fig. 2. Image acquisition principle. (The cod

235 
Set 2 n as the quantity of subdivision reference lines in one circle.
hen n is sufficiently large (n > 7), (R 2 -R 0 )/(R 2 -R 1 ) ≈∠𝜃/ ∠R 1 OR 2 . The
easured angle subdivision value can be calculated as follows: 

= 

||||
𝑅 2 − 𝑅 0 
𝑅 1 + 𝑅 2 

⋅
360 ◦

2 𝑛 
|||| (2) 

Because the values of R 1 and R 2 are calculated based on the actual
indow N in Formula (1) , this subdivision arithmetic is highly accurate
nd steady. 

We established a new subdivision algorithm to ensure accurate cen-
er of reference line information in Formula (2) . By analyzing reference
ines, we determined a two-fold function is appropriate to fit the image
f one reference line. The function is expressed as follows: 

( 𝑥 ) = 𝑎 𝑥 2 + 𝑏𝑥 + 𝑐 (3)

Where {a, b, c} are coefficients. To fit one subdivision reference line,
he difference of squares sum between f (x) and p (x) must reach a mini-
um in window N: 

 = 

∑
𝑥 ∈𝑁 

[ 𝑓 ( 𝑥 ) − 𝑝 ( 𝑥 )] 2 (4) 

To determine whether M is minimal, we calculate partial derivatives
f a, b, c, and let the partial derivative be zero: 

𝑑𝑀 

𝑑𝑎 
= 2 

∑
𝑥 ∈𝑁 

[ 𝑎 𝑥 2 + 𝑏𝑥 + 𝑐 − 𝑝 ( 𝑥 )] 𝑥 2 = 0 (5)

𝑑𝑀 

𝑑𝑏 
= 2 

∑
𝑥 ∈𝑁 

[ 𝑎 𝑥 2 + 𝑏𝑥 + 𝑐 − 𝑝 ( 𝑥 )] 𝑥 = 0 (6)

𝑑𝑀 

𝑑𝑐 
= 2 

∑
𝑥 ∈𝑁 

[ 𝑎 𝑥 2 + 𝑏𝑥 + 𝑐 − 𝑝 ( 𝑥 )] = 0 (7)

For easy calculation, Formulas ( 5–7 ) can be written as follows: 

 𝐴 1 − 𝐴 3 𝐶 1 ) 𝑎 + ( 𝐵 1 − 𝐵 3 𝐶 1 ) 𝑏 = 𝐷 1 − 𝐷 3 𝐶 1 
 𝐴 2 − 𝐴 3 𝐶 2 ) 𝑎 + ( 𝐵 2 − 𝐵 3 𝐶 2 ) 𝑏 = 𝐷 2 − 𝐷 3 𝐶 2 
 = 𝐷 3 − 𝐴 3 𝑎 − 𝐵 3 𝑏 

(8) 
e lines is not considered in this paper). 
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Fig. 4. Anti-noise capability. 

Table 1 

Comparisons of anti-noise capability by 𝜃 values. 

No. Method Non-noise Noised 

1 Centroid algorithm 60/2 n 60.7612/2 n 

Proposed algorithm 60/2 n 60.7583/2 n 

2 Centroid algorithm 60/2 n 60.7641/2 n 

Proposed algorithm 60/2 n 60.7570/2 n 

3 Centroid algorithm 60/2 n 60.7622/2 n 

Proposed algorithm 60/2 n 60.7565/2 n 

4 Centroid algorithm 60/2 n 60.7615/2 n 

Proposed algorithm 60/2 n 60.7571/2 n 

5 Centroid algorithm 60/2 n 60.7634/2 n 

Proposed algorithm 60/2 n 60.7578/2 n 
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Fig. 5. Calculation result when added dirty-spots. 

Table 2 

Comparison of anti-jamming capability. 

No. Method Not dirty Dirty 

1 Centroid algorithm 320 319.6245 
Proposed algorithm 320 320.1109 

2 Centroid algorithm 320 319.5365 
Proposed algorithm 320 320.1235 

3 Centroid algorithm 320 319.6578 
Proposed algorithm 320 320.1324 

4 Centroid algorithm 320 319.6367 
Proposed algorithm 320 320.1122 

5 Centroid algorithm 320 319.6624 
Proposed algorithm 320 320.1242 
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here A 1 ∼A 3 , B 1 ∼B 3 , C 1 ∼C 3 , D 1 ∼D 3 are the coefficients of a, b, c. The
oefficient matrix is shown as follows: 

 

 

 

 

𝐴 1 𝐵 1 𝐶 1 𝐷 1 
𝐴 2 𝐵 2 𝐶 2 𝐷 2 
𝐴 3 𝐵 3 𝐶 3 𝐷 3 

⎤ ⎥ ⎥ ⎦ 
= 

⎡ ⎢ ⎢ ⎣ 

∑
𝑥 4 

∑
𝑥 3 

∑
𝑥 2 

∑
𝑝 ( 𝑥 ) 𝑥 2 ∑

𝑥 3 
∑

𝑥 2 
∑

𝑥 
∑

𝑝 ( 𝑥 ) 𝑥 ∑
𝑥 2 

∑
𝑥 1 

∑
𝑝 ( 𝑥 ) 

⎤ ⎥ ⎥ ⎦ 
(9)

We can obtain only one group of { a, b, c } by calculation. 
We let the maximum position of f ( x ) in window N is the accurate

enter of one subdivision reference line R . By calculating the derivatives
f f ( x ) and let it be zero, we get the center of one subdivision reference
ine R as shown in Formula (10) : 

 = − 

𝑏 

2 𝑎 
(10)

This algorithm can fit the image of reference lines automatically.
eanwhile, when calculating subdivision values, the comparison refer-

nce in Formula (2) always adapts, as robust. 

. Performance analyses 

.1. Anti-noise 

We used the matrix function to simulate the image of one ideal sub-
ivision reference line. The range of pixels was set to x ∈{1 ∼640}; we
et the high gray values to p ( x ) = 200 and low gray values to p ( x ) = 20.
wo center positions of subdivision reference lines are thus 200 and
00. We added Gaussian noise with a mean square of zero and calcu-
ated 𝜃 with the proposed arithmetic by Formula (1) where R 0 = 300,
indow N is {135 ∼255} and {335 ∼455}, the results as shown in Fig. 4 .
e also used the centroid algorithm (Formula (1) ) to calculate 𝜃 values.
e added Gaussian noise for 5 times and the comparison results are

hown in Table 1 . 
As-calculated by the centroid algorithm, the difference in center posi-

ion between non-added and added noise are all lager than the proposed
lgorithm. The mean standard deviation of 5-times added is 0.00124,
236 
alculated by the centroid algorithm. As-calculated by proposed algo-
ithm, the standard deviation is 0.000709. The fluctuation of proposed
lgorithm is smaller than centroid algorithm. In other words, our algo-
ithm has stronger robustness to noise than the centroid algorithm. 

.2. Anti-jamming 

If the grating disk is stained, the image will be imperfect. In this sim-
lation, the range of pixels was set to x ∈{1 ∼640}; when 220 ≥ x ≥ 420,
e set the gray values to p ( x ) = 200 and when x ≤ 220 or x ≤ 420, we

et the gray values to p ( x ) = 0. We added some spots on p ( x ) and re-
alculated the center with the proposed arithmetic as shown in Fig. 5 . 

In Fig. 5 , the center is 320.1109 as-calculated with the proposed al-
orithm and 319.6245 per the centroid algorithm. We also did 5-times
ests, the results are shown in Table 2 . As-calculated by the centroid
lgorithm, the mean standard deviation of dirty results is 0.051; as-
alculated by the centroid algorithm is 0.009. For comparison, the fluc-
uation of proposed algorithm is even better. 

.3. Anti-defocus 

We next applied a Gauss function to simulate a small defocused im-
ge. Two neighboring subdivision reference lines are expressed as fol-
ows: 

 2 ( 𝑥 ) = 𝐴 𝑥 

− ( 𝑥 − 𝑥 1 ) 
2 

2 𝜎2 + 𝐴 𝑥 

− ( 𝑥 − 𝑥 2 ) 
2 

2 𝜎2 (11)

Let A = 200, x 1 = 200, x 2 = 400, 𝜎 = 20. Two center positions of sub-
ivision reference lines are thus 200 and 400, as marked with blue
ines in Fig. 6 . The set threshold value is 20, so the window areas
re {158 ∼242} and {358 ∼442}. We fit two subdivision reference lines
y using the proposed algorithm, as marked with red lines in Fig. 6 .
he center positions were calculated to be z 1 = 200 and z 2 = 400, i.e.,
ere accurate; to this effect, the proposed algorithm has favorable anti-
efocus capabilities. 
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Fig. 6. Small Defocusing simulation. (For interpretation of the references to color in this 
figure legend, the reader is referred to the web version of this article). 

Fig. 7. Experimental image angle sensor: (1) Optical lens, (2) Circuit, (3) Code disc, (4) 
Light source, (5) Flange. 
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Fig. 8. Wave curve of the output values in static. 

Fig. 9. Wave curve of the output values when polluted. 
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. Experiments 

We used the robust subdivision algorithm in a typical image type
ngle sensor to test its performance. The grating diameter was 𝜙38 mm,
he diameter of the reference line circle was 𝜙35 mm, the grating disk
ad 2 8 = 256 reference lines, lens magnification was 3.5, and the linear
mage detector had 640 pixels. The experimental system is shown in
ig. 7 . 

In present study on image-type angle-measurement, the subdivision
lgorithm was based on centroid algorithm. So, we do some test by com-
aring with centroid algorithm, to prove the robustness of the proposed
lgorithm. 

.1. Robustness test 

.1.1. Anti-noise test 

We putted the experimental device on a steady platform and en-
orced the axis motionless. Set the subdivision be 2 13 -fold, the quantity
f reference lines was 2 8 , and the output values have 21-bits data. By the
ollections of its output numbers, we get the wave curve of the output
umbers as shown in Fig. 8 . 

In Fig. 8 (a), when applying the centroid algorithm, the 21st bit was
nstable. Inversely, in Fig. 8 (b), the proposed robust subdivision algo-
ithm was steady all the 21-bits. 
237 
The images had some noises which caused the resolution cannot be
ore high. In other words, the proposed algorithm outperformed the

entroid algorithm in regards to robustness to noise and reliability at
igher resolutions. 

.1.2. Anti-jamming test 

We let the code disk have small pollutant, and turned the axis in uni-
orm velocity. During the pollutant was in or out of the image detection
rea, we collected output code numbers, as shown in Fig. 9 . 

In Fig. 9 , when using the proposed algorithm, the output code num-
ers was not influenced by the pollutant. But when using centroid algo-
ithm, output code numbers were wrong in this area (cannot output by
rder). 

.1.3. Anti-defocus 

When the lens is out of focus, we used the proposed algorithm to test
he performance of anti-defocus. By turning the axis slowly, the output
umbers can export in right order. This test indicated the output code
umbers is not influenced by defocus. 

Therefore to sum up, the proposed algorithm is more robust. 

.2. Precision test 

We tested for measurement errors by using a 24-bit high precision
hotoelectrical encoder with precision of 2 ″ . The error was recorded at
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Fig. 10. Errors between focused and out of focus. 

Fig. 11. Detection results. (For interpretation of the references to color in this figure 
legend, the reader is referred to the web version of this article). 
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5° intervals during the test. The comparison between focused and out
f focus are shown in Fig. 10 . 

In Fig. 10 , the mean-square deviation of focused was 12.85 ″ and was
3.14 when it was out of focus. The difference of two precision is small.
his suggests that the proposed algorithm was influenced by defocus
mall. 

After that, the comparison between centroid algorithm and tradi-
ional angle sensor is shown in Fig. 11 . Where, the mean-square devi-
tion of the error was 12.85 ″ . The error of the centroid algorithm is
arked with a red line (14.3 ″ mean-square deviation); the error of a

raditional angle sensor with moiré fringe is marked with a green line
41.53 ″ mean-square deviation). 

Our results show that the precision of the proposed robust subdivi-
ion algorithm is better than that of the traditional angle sensor. The er-
or curve is also steadier than that of the centroid algorithm, suggesting
hat the proposed algorithm has better measurement precision, because
f its robustness. 

. Conclusions 

This paper proposed a new angle subdivision algorithm for small-
ize, high-resolution, high-precision angle displacement measurement
238 
ia linear image detector. The proposed subdivision algorithm exhib-
ted strong robustness to noise and defocusing, and can achieve 2 13 -fold
ubdivision with 12.85 ″ precision. The results presented here may rep-
esent a theoretical and technological foundation for small-size, high-
esolution photographic rotary encoders. 
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