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Abstract
Although many competitive approaches have been developed for image deblurring, the priors which rely on natural image are
less effective for text images which have special properties, lack of heavy-tailed gradient, and clean background. Considering
the specific structure of text images, in thiswork,we present an effective yet simple deblurringmethod based on rolling bilateral
filtering, an improved rolling guidance filtering specifically. The rolling bilateral filter can remove texture and preserve image
structures. Thus, it is appropriate for processing the document image whose background regions are uniform. According to
this property, we propose an efficient iterative algorithm to estimate the image and point spread function. Experimental results
demonstrate that our method outperforms the traditional deblurring algorithms designed for typical natural images and text
images.

Keywords Rolling bilateral filter · Text image deblurring · Texture removal · Edge preserving

1 Introduction

During text image acquisition, it can be degraded by many
factors such as geometrical warping [1], noise distortions
[2], and image blurring [3,4]. Here, we mainly concern the
problem of text image deblurring. In recent years, document
image deblurring has received extensive concerns because of
its wide applications [5,6].

In single image deblurring, the model of blur processing
is often written as the convolution of the latent image L with
a blur kernel k:

B = k ∗ L + γ (1)

where B is an observed blurry image, γ denotes additive
noise, and ∗ is the convolution operator. The inversion of the
blurring is a well-known ill-condition problem, and the goal
of deblurring is to estimate both L and k from a blurry image
B.
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In recent years, researchers have made great progress in
the single blind image deblurring technology [7–17]. Many
state-of-the-art methods present various priors for optimiza-
tion, for instance, Gaussian prior [18], sparsity prior [19,20],
and image statistics prior [4,21,22]. Despite numerous meth-
ods are suitable for natural images deblurring, they are often
ineffective for document images whose contents are mainly
binary—white and black—and the text images do not satisfy
the heavy-tailed gradient prior of natural images. By apply-
ing a natural image restoration algorithm directly to the text
image, it will cause an erroneous result. Previous text images
deblurring algorithms [23–25] employ two-tone or bi-level
priors, ink-bleeding artifacts, and small blurs can be elim-
inated by the thresholding approach. Since these methods
[23–25] do not consider the motion blur, they tend to fail
when dealing with blurred document images caused by large
motion blur kernels.

In many deblurring methods [18,20,26–28], sharp edges
are predicted and used to estimate the blur kernel. In this way,
the natural image can be restored well. However, it cannot
directly be implemented to document images. Text charac-
ters in image are often small and connected, while their edges
are treated as small outliers to be removed in kernel estima-
tion.

Lately, Chen et al. [4] propose a new document image
deblurring algorithm based on the image intensity. However,
this approach depends on accurate document segmentation,
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and it does not work effectively for general blurred document
images. Lou et al. [29] present a direct deblurring method
for text images that exploits sparsity prior of natural images.
However, the estimated blur kernel is not clear and it spends
much time on training an over-complete dictionary. In [23], a
joint estimation method is proposed to obtain the blur kernel
from binary images. Cho et al. [30] analyze useful properties
of document images and present an approach to enforce the
domain-specific properties with the stroke width transform
(SWT) [31]. Although this method yields the competitive
results, the process of kernel estimation is complex and the
performance depends largely on whether SWT divides the
image into nontext and text parts well or not. Pan et al. [5,32]
develop a document image restoration approach based on
l0-regularized prior of image gradient and image intensity
without additional techniques(e.g., adaptive segmentation [4]
or SWT [30]). But the l0-based deblurring method would be
less effective when text image does not contain black pix-
els. A multiscale dictionaries-based approach for text image
deblurring is presented in [33], in which a series of text-
specific multiscale dictionaries (TSMD) and a natural scene
dictionary are learned.

In this work, we develop a rolling bilateral filter-based
algorithm for document image deblurring and propose an
effective optimization method based on splitting approach.
The rolling bilateral filter can remove almost all texture
patterns and preserve the edge of images, so it is very
suitable for the special properties of text images. The
text-specific properties are also applied to the final decon-
volution that recovers the latent image with the estimated
kernel. Compared to state-of-the-art algorithms [4,30,33],
our approach is much simpler and easier to implement.
We summarize the contributions of this paper as fol-
lows:

1. We propose a rolling bilateral filter based on distinctive
properties of text images for text image deblurring.

2. We present an efficient optimization algorithm based
on the half-quadratic splitting technique. This approach
guarantees that each subproblem has a closed-form solu-
tion.

3. For the latent image deconvolution step, we present an
effective method to deal with artifacts and evaluate it
against other alternatives.

This paper is organized as follows. A brief introduction for
rolling bilateral filter is provided in Sect. 2. The proposed
text image deblurring formulation is described in Sect. 3. We
analyze how the proposed method performs on text image
deblurring in Sect. 4. In Sect. 5, the efficacy of the pro-
posed method is demonstrated by experiments. Concluding
remarks are provided in Sect. 6.

2 Rolling bilateral filter

Edge-aware image processing technique is broadly studied
for smoothing images without destroying different lev-
els of structures. It is widely applied in the computer
graphics community. Edge-preserving filters can be roughly
divided into two broad categories: average-based methods
and optimization-based methods.

Many structure-preserving smoothing operators can be
achieved by local filtering [34–36]. These filters are widely
used for its simplicity; however, they often fail to extract
structures from the texture. Optimization-based methods
[37,38] are also widely used. In terms of texture removal,
some optimization-based methods outperform local fil-
tering. However, these methods are difficult to imple-
ment and often guarantee high computational complex-
ity [39].

Recently, Zhang et al. [39] propose a rolling guidance
filter (RGF) derived from an effective modification to bilat-
eral filter [35] method. It is essentially a joint bilateral
filtering [40], which can be effectively remove texture and
preserve the structure, while the standard bilateral filter is
hard to achieve this. The rolling guidance filter is a simple
extension to the joint bilateral filter, and it has advan-
tages such as simple, fast, easy to implement, scalable, and
adaptable. The joint bilateral filter (JBF) is defined as fol-
lows:

JBF(p) =
∑

q∈N (p) Wp,q I (q)
∑

q∈N (p) Wp,q
(2)

where the bilateral kernel is:

Wp,q = e
− (p−q)2

2σ2s e
− (RI(p)−RI(q))2

2σ2r (3)

I is the input image, RI is the reference image, σs and σr
are the parameters to control weights, andN (p) is a window
centered at the pixel p. If RI = I , the JBF is the bilateral
filter (BF).

The rolling guidance filter comprises two steps, i.e., the
removal of small structures and the edge restoration. The
input image is first filtered by applying a Gaussian filter
whose variance is σ 2

s , and a filtered image Lσs is obtained. If
the image structure size is less than σs , it can be completely
eliminated in the output image, and other image structures
are also reduced. Then, the other important step in RGF is
the iterative edge restoration. A reference image J p is itera-
tively updated in this step. For initialization, J 0 is defined as
Lσs . J

p+1 is the result of iteration (p + 1)-th, and it can be
generated by a joint bilateral filtering, whose input image is
original image I and the reference image is previous iteration
J p.
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Fig. 1 A text image deblurring
example. a Blurred image, b
results obtained by RGF, c
results obtained by RBF

Unlike previous algorithms which involve JBF, this
approach extracts the main structure of I . It employs J p to
acquire the similarity between pixels, and the output image
structures are similar to J p.

In the process of deblurring processing, to estimate
the blur kernel and avoid local minima, the coarse-to-
fine approach is performed. In practice, we find that the
rolling guidance filter can blur narrow-space texts and can-
not remove the strong ringing artifacts, so it will produce
a blur kernel with large estimation error. The reason is that
the Gaussian filter used in the first step removes small-scale
structures and keeps strong noise in the deblurring process.

At the coarser level, the decimation image has low res-
olution, the structure scale is small, and the Gaussian filter
cannot guarantee to retain that useful scale while remov-
ing noise effectively. In this work, we use the bilateral filter
instead of Gaussian filter in the first step of the rolling guid-
ance filter. The bilateral filter with large variance is not only
able to save small useful structure scale but also can remove
the strong noise. We call this new filter as rolling bilateral
filter (RBF). Figure 1 shows the blur kernel estimations and
deblurring results for the RBF-based method compared to
the RGF-based approach, and we can clearly find out that
there are a lot of errors in the blur kernel estimation based
on RGF. The proposed rolling bilateral filter is depicted in
Algorithm 1.

———————————————————
Algorithm 1: Rolling bilateral filter (RBF)
1. Input: nitr , σs, σr , J 0 = BF(I , σs, σr )
2. for p = 0 : nitr − 1

J p+1 = JBF(I , J p, σs, σr )

end
3. Filtered result: Jnitr .
———————————————————
The only difference between RGF andRBF is the first step

in Algorithm 1; we used a bilateral filter instead of Gaussian
filter in this step, so the computational complexity of RGF is
O(Nr) + nitrO(Nr2), and RBF’s computational complexity
is (nitr + 1)O(Nr2), where N is the number of pixels in the
image and the kernel size of N (p) is r × r .

The rolling bilateral filter inherits the main advantage of
bilateral filtering and has the similar property with RGF. It
can not only eliminate small-scale structures, but also pre-

serve other contents. Algorithm 1 is simple to implement and
achieves promising performance. In this paper, we introduce
RBF into text images deblurring problem, which leads to an
effective method that produces promising results.

3 Text image deblurring via rolling bilateral
filter

Wepresent a new rolling bilateral filter-basedmethod for text
image deblurring in this section.

It is observed that the magnitude values of text characters
and background regions are nearly uniform in a clean image.
Themainmotivation of our proposedmethod is based on this
fact. That is to say, the document image is piecewise smooth
and contains little texture information. Since the pixel values
of the clean document image are close to two values, it is
likely to be a cartoon part of natural image, and the rolling
guidance filter has shown to be effective in suppressing arti-
facts for textureless image. Thus, we implement the proposed
rolling bilateral filter to text images.

We use the regularization term ϕ(·) for document image
restoration, which is defined as:

ϕ(L) = ‖L − RBF(L)‖22 (4)

To incorporate the regularization term into the text image
deblurring process, we minimize the following cost function
to estimate the clean image and the blur kernel:

argmin
L,k

‖ B − k ∗ L ‖22 +λϕ(L) + βψ(k), (5)

where the first term is imposed to the data fitting,ϕ(L) is used
to retain main structure and removes artifacts, and ψ(k) =‖
∇k ‖22 is the regularization term for the blur kernel; λ and β

are the regularization parameters.
The solution of Eq. (5) can be obtained by alternatively

solving

argmin
L

‖ B − k ∗ L ‖22 +λϕ(L) (6)

argmin
k

‖ B − k ∗ L ‖22 +βψ(k) (7)
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Fig. 2 An intermediate process
of non-blind text image
deconvolution. a Clear image, b
intermediate results obtained by
Eq. (10), c denoised result of (b)
using Eq. (9)

However, directly solving Eq. (6) is difficult because RBF
is highly nonlinear. So, we present a decouple approach to
resolve Eq. (6), and it can achieve a desirable result in prac-
tice.

3.1 Non-blind text image deconvolution

Minimizing Eq. (6) is commonly regarded as computa-
tionally intractable because of the rolling bilateral filter
regularization term. An auxiliary variable v is introduced
based on the half-quadratic splitting method [41], and it is
useful to process Eq. (6). v balances intensity values and
domain-specific properties (sharp contrast between text and
background) of the latent image L .

Split variables approachesmotivate us to propose this iter-
ative method. In practice, a good result can be obtained by
iterating the following two steps:

v p+1 = argmin
v

‖ B − k ∗ v ‖22 +λ ‖ v − L p ‖22 (8)

L p+1 = RBF(v p+1) (9)

With this formulation and fixing the other variables, it can
efficiently obtain the solution through alternatively minimiz-
ing v and L . For initialization, L0 is set to be zero.

The solution of Eq. (8) can be computed by using the
convolution theorem for Fourier transform:

F(v p+1) = F∗(k) · F(B) + λF(L p)

| F(k) |2 +λ
(10)

whereF andF∗(·) are the fast Fourier transform (FFT) oper-
ator and the complex conjugate operator, respectively.

The resulting image v p obtained by Eq. (10) usually con-
tains useful high-frequency structures and a special form of
distortions. Since rolling bilateral filter has good structure-
aware smoothing property near the edges, it is used to
suppress the amplified noise and artifacts introduced by
Eq. (10) in this work.

The main reason that the traditional deblurring algorithms
perform poorly for text image is that the natural image priors
cannot well characterize the text properties [33]. The rolling

bilateral filter can remove nearly all artifacts and textures
while keeping the image edges. This property is very suitable
for document image whose background regions are uniform.

Therefore, in our work, the rolling bilateral filter is inte-
grated into the non-blind deconvolution model and a reliable
sharp text image is obtained.

The main steps of intermediate latent image estimation
are summarized in Algorithm 2.

———————————————————
Algorithm 2: Estimation of intermediate latent image
1. Input: Blurred and noisy image B, blur kernel k,
initialize λ, σs and σr .

2. Repeat p = 1 : Maxiter:
solve for v p using Eq. (10);
solve for L p using Eq. (9);
update parameters: λ ← 2λ, σs ← 1.25σs and
σr ← 1.25σr .

3. Output: Intermediate latent image L .
———————————————————
Parameters λ, σs , and σr are automatically adapted in

iterations starting from small values, and they are multi-
plied by fixed values each time. This scheme is inspired by
Wang et al. [41], who show that this scheme is effective to
speed up convergence.

In Fig. 2, we show the effect of RBF in terms of some
intermediate results. In the non-blind image deconvolution
step [Eqs. (10) and (9)], when the blur kernel is not accurate
or the blurred image contains noise, the result obtained from
Eq. (10) will contain ring artifacts; we can see that there are
many small-scale features such as texture, small objects, and
noise in Fig. 2b. Almost all of the text image information
is large-scale features, which generally encode boundaries,
slow spatial color transition, and smooth regions. In Fig. 2c,
we show that the rolling bilateral filter can remove small-
scale features and retain large-scale information.

3.2 Blur kernel estimation

With the estimated image L , Eq. (7) is a least-squared mini-
mization problem. However, in [5,18], the authors show that
the solution directly from Eq. (7) is not precise. In this work,
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the blur kernel is estimated by minimizing the following
energy function:

R(k) =‖ k ∗ ∇L − ∇B ‖22 +β ‖ ∇k ‖22 (11)

The elements ki, j in blur kernel k are subject to the constraints
that ki, j ≥ 0 and

∑
i, j ki, j = 1, and FFT can be used to

compute the solution efficiently.
This problem (11) has widely been discussed in blind

deconvolution. To obtain the solution of Eq. (11), we use
a gradient descent scheme and the constraints are enforced
on the result of each iteration as follows:

k p+1 = k p − η
dR

dk
(12)

where

dR

dk
= F−1

(
(|F(∇L)|2 + β|F(∇)|2)F(k)

−F∗(∇L)F(B)
)

(13)

andF(∇) denotes the Fourier transform of differential oper-
ator ∇.

After optimizing Eq. (12), we set elements smaller than
0.05 of the biggest one to zero. Then, the remaining nonzero
values are normalized so that their sum becomes one. This
gradient descent method repeats NIter times.

In Algorithm 3, we show the proposed kernel estimation
algorithm. Similar to the competitive algorithms, our kernel
estimation method works in a coarse-to-fine manner follow-
ing an image pyramid.

———————————————————
Algorithm 3: Estimation of the Blur Kernel
1. Input: Blurred and noisy image B, k is initialized as the

result of the coarser level. Set parameters β, η, and NIter.
2. for j = 1 : Levels

solve for L using Algorithm 2;
Update k by using Eqs. (12)–(13).

end
3. Output: Blur kernel k.
———————————————————

3.3 Final image deconvolution

Once the point spread function k is determined, we use it to
obtain the final deblurring result L from the input blurred
image B. This is not a trivial task when B contains severe
noise [42]. Although latent images can be obtained from
Eqs. (8)–(9), these formulations are not optimal for images
with rich texture details.

We note that another edge-preserving filter-guided filter
(GF) has been shown to be able to preserve fine details [43].

The guided filter output is a locally linear transformation
of the guidance image. This filter gets the edge-preserving
smoothing property like the bilateral filter, but does not suffer
from the gradient reversal artifacts. And spatial-based decon-
volution algorithms can obtain high-quality denoising image
with fewer artifacts. However, guided filter cannot remove
the strong texture and artifacts, so it might fail to obtain
a good kernel estimation. In contrast, our algorithm with
rolling bilateral filter loses some fine details and contains
ringing artifacts. According to these properties, we use the
rolling bilateral filter to estimate the point spread function,
and the guided filter is exploited to obtain the final output
with finer details and fewer artifacts.

In our method, we estimate the latent image L using the
following method:

Lfinal = argmin
L

‖ B − k ∗ L ‖22 +λ ‖ L − GF(L) ‖22 (14)

One can find that the solution of Eq. (14) can be obtained
in a similar way as Eqs. (8)–(9), and the difference is that we
use the guided filter (GF) instead of the rolling bilateral filter
(RBF) in Eq. (9):

vs+1 = argmin
v

‖ B − k ∗ v‖22 + λ ‖ v − Ls‖22 (15)

Ls+1 = GF(vs+1) (16)

Figure 3d shows our final result. One can see that the
proposed approach can restore text images well. The result
of [44] is shown in Fig. 3b, from which the result is noisy
and contains ringing, and Fig. 3c shows the estimated result
of Eqs. (8)–(9). In our method, we processed the RGB color
channels separately.

4 Algorithm analysis

In this part, we discuss the performance of our algorithm
in document image restoration and investigate the reasons
behind that. We show the importance of RBF-based image
deconvolution for text deblurring and analyze the conver-
gence of our method.

4.1 Importance of RBF

In Eq. (10), the improper regularization prior causes a noisy
estimate v with ringing artifacts. Since the edges and tex-
tures caused by these artifacts can be effectively removed
by rolling bilateral filter, leaving only the intact edges of
the large amplitude, it is of great help to the blur kernel
estimation, as mentioned in [20]. Our approach estimates
intermediate results by iterative approach, and the optimiza-
tion subproblems are solved by similar way as [5,44]. In our
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Fig. 3 Image deconvolution
example with known blur
kernel. a Blurred image and blur
kernel, b result by [44], c result
by Eqs. (8)–(9), d our final result

Fig. 4 A text image deblurring experiment provided in [30]. a Blurred
image and blur kernel, b results by [30], c the results without utilizing
RBF, d results by Eqs. (8)–(9)

method, we use Eq. (9) to remove tiny pixels and structures
with small intensity values while retaining salient edges.

Figure 4 shows an example to test the effectiveness of the
RBF. The blurred image is presented in Fig. 4a. Figure 4b
shows results of Cho et al.’s [30] algorithm, which fails to
estimate the blur kernel. As the noise and ringing artifacts in
latent image greatly disturb the kernel estimation, we note
that image deblurring without rolling bilateral filter is less
effective (Fig. 4c). In contrast, applying rolling bilateral filter
ensures the successful kernel estimation, which is shown in
Fig. 4d.

4.2 Convergence of the proposed algorithm

The alternating least squares iteration is themain approach in
the proposed image deblurringmethod. In practice, for a vari-
ety of inputs, we find the proposed approach converges well.
We show the kernel similarity [45] with respect to iterations
in Fig. 5c. It is observed that the similarity between estimated
and real kernel becomes higher with more iterations.

The kernel similarity between K and K̂ can be computed
as:

S(K , K̂ ) = max
t

ρ(K , K̂ , t); (17)

whereρ means the normalized cross-correlation function and
t is the offset between K and K̂ [45]. The element coordinates

are represented by τ , and ρ() is given by

ρ(K , K̂ , t) =
∑

τ K (τ )K̂ (τ + t)

‖ K ‖2‖ K̂ ‖2
(18)

where ‖‖2 is l2-norm.
In our method, the sensitivity of the method is mainly

depending on parameters λ in Algorithm 1 and β, η in Algo-
rithm 3. λ is a regularization parameter, and its value is
adapted from their initial values over iterations of the opti-
mization. A larger λ will produce a over smooth result, and
a smaller one will obtain a noisy result. β is also a regular-
ization parameter, a larger value will lose some detail of blur
kernel, and a smaller one will introduce some noise. η is a
step size, a smaller one will lead to slow convergence and
even miss the optimum solution, and the algorithm may not
be converged when η is too large.

4.3 Natural images deblurring

Although the rolling bilateral filter is developed based on
the assumptions that the document image has uniform back-
grounds, the proposed approach can be utilized to the natural
image deblurring as shown in Fig. 6.

In Algorithm 2, the filtered image L (Eq. (9)) contains
large-scale structures, that is to say, the intermediate result v
(Eq. (10)) inherits the main structures of the image L . Unlike
the natural image deblurring algorithm [42], rolling bilateral
filter is introduced in the intermediate latent image estimation
step. Rolling bilateral filter can preserve important structures
of the intermediate image. An intermediate image estimated
from a blurred image is shown in Fig. 6b. Fig. 6c shows the
result, from which our method removes tiny details while
retaining salient edges in natural images; thereby, it is helpful
for estimating the blur kernel.

5 Experiments

We compare our algorithm with some competitive methods
for document image deblurring in this section. We imple-
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Fig. 5 Convergence of our approach. a Blurred image and blur kernel, b the results of the proposed method, c similarity between estimated kernel
and real kernel

Fig. 6 An example with
non-document image. a
Observation image, b
intermediate latent image, c the
result of final deconvolution

Fig. 7 Quantitative comparison on the dataset in terms of PSNR. The numbers below the horizontal axis denote the image index, and the average
PSNR values of all the images are shown in the rightmost column. Our method performs the best in the most cases

mented the proposed approach with MATLAB 2010b in a
computer, which runs Windows 7 64 bit version with Intel
Core i5 CPU and 8 GB RAM. The proposed method takes
less than 35 s for 255×255 image. In all the experiments, we
empirically initialize niter = 4 in Algorithm 1, λ = 2e−4,
σs = 2, σr = 0.1 in Algorithm 2, and set β = 2, η = 0.2,
NIter = 15, Maxiter = 5, Levels = �−2 log2(5/χ)	 in

Algorithm 3, respectively, where χ is maximum blur size.
It performs well for most cases.

5.1 Document images

We compare our method with four competitive algorithms:
Chen et al. [4], Cho et al. [30], Xu et al. [44], and
Pan et al. [32].
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Fig. 8 Quantitative comparison on the dataset in terms of SSIM. The numbers below the horizontal axis denote the image index, and the average
SSIM values of all the images are shown in the rightmost column

Fig. 9 Comparisons on the
synthesized im01 image. a
Blurred image and ground-truth
PSF, b Chen et al. [4], c
Cho et al. [30], d Xu et al. [44],
e Pan et al. [32], f our results

5.1.1 Synthetic images

We use a dataset from [32], which contains 15 ground-truth
text images and eight blur kernels extracted from [46]. Thus,
we can generate 120 different blurred images. In addition,
all images in this dataset are added 0.5% additive Gaussian

noises to the blurry images to model sensor noises for better
tests on deblurring effects.

For each clear image, the average PSNR and SSIM are
computed for the blurred text images generated by different
PSFs and compared among different deblurring algorithms in
Figs. 7 and 8, respectively. From Figs. 9, 10, 11, and 12, we
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Fig. 10 Deblurred images with
different algorithms. a Blurred
image and ground-truth PSF, b
Chen et al. [4], c Cho et al. [30],
d Xu et al. [44], e Pan et al. [32],
f our results

Fig. 11 Comparisons on the
synthesized im07 image blurred
by 02 kernel. a Blurred image
and ground-truth PSF, b
Chen et al. [4], c Cho et al. [30],
d Xu et al. [44], e Pan et al. [32],
f our results

show four deblurring results of synthesized blurry images,
where the ground-truth blur kernel is known.

In order to show a general view of the robustness of the
method compared to the state-of-the-art methods, we present
the average PSNR of all the images in Table 1.

Table 2 compares the processing times of our method and
the state-of-the-art methods.

In Fig. 9, image deblurring methods [30,32,44] generate
the noisy results. In contrast, method [4] does not remove the

blur well, although it is less noisy. Since more prior knowl-
edge of the document image is harnessed in our estimation
model, we generate a more accurate point spread function
and sharper latent image. It is noticeable that in all of the
following figures, notorious rings caused by deconvolution
are successfully suppressed by our approach.

In Fig. 10, the natural image deblurring method [44]
obtains a noisy result. Chen et al.’s method [4] obtains a
blurry result. [30] and [32] work well, but the results still
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Fig. 12 Comparisons on the
synthesized im08 image blurred
by 07 kernel. a Blurred image
and ground-truth PSF, b Chen
et al. [4], c Cho et al. [30], d Xu
et al. [44], e Pan et al. [32], f our
results

Table 1 Accuracy of deblurred
text images in dataset [32]

Blurry images [4] [30] [44] [32] Ours

Average PSNR 17.35 23.97 24.13 26.21 28.80 29.12

Table 2 Processing time
comparison

Size image Processing time (s)

[4] [30] [44] [32] Ours
MATLAB C++ MATLAB MATLAB MATLAB

255 × 255 12.72 39.76 1.44 37.40 34.62

512 × 512 62.04 186.91 3.68 169.58 159.52

1024 × 1024 276.71 781.24 12.27 726.79 713.80

contain noise and are not clear. Our algorithm also produces
a clean and sharp result.

In Figs. 11 and 12, we show deblurring results using more
text images. As the RBF-based methods are able to preserve
the salient edges, the deblurred results are sharper with fewer
ringing artifacts.

In some cases, such as Fig. 10, our estimated kernels look
similar to those obtained by Pan’s algorithm [32]. But our
deblurred images look better. We provide a quantitative anal-
ysis of kernel estimates for both methods using the kernel
similarity metric [Eq. (17)], which is shown in Table 3.

For the results shown inTable 3, ourmethod performswell
in terms of the kernel similarity metric. The values of [32]
are smaller than ours. In Fig. 13, we show the average PSNR
values obtained by the same non-blind deblurring algorithm,
which can also be used for quantitative analysis of kernel
estimates. Overall, our algorithm performs well in the most
cases.

Table 3 Kernel similarity comparison using the example shown in
Figs. 9 and 10

[4] [30] [44] [32] Ours

Figure 9 0.6459 0.6983 0.7969 0.7625 0.9173

Figure 10 0.7120 0.7537 0.8644 0.9161 0.9215

5.1.2 Real images

The proposed method is also compared with recently devel-
oped image deblurring approaches for real images. An
experiment in [30] is used, and the results are shown in
Fig. 14. Method [4] generates a blurry and noisy image and
misses somedetails.Although the competitive algorithm [30]
works well, from Fig. 14c, one can find that the blur is not
removed completely. Method [44] does not obtain a satisfac-
tory result. Compared with [32], our results are sharper and
have few artifacts.

Figure 15 shows the experimental results of deblurring
optical motion-blurred images which contain complex texts.
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Fig. 13 Quantitative comparison on the dataset using the same non-blind deblurring algorithm. The numbers below the horizontal axis denote the
image index, and the average PSNR values of all the images are shown in the rightmost column

Fig. 14 Deblurred images with
different algorithms. a Blurred
image, b Chen et al. [4], c Cho
et al. [30], d Xu et al. [44], e Pan
et al. [32] result, f our results

Again, our estimation results are clearer. White background
regions in our estimated images are smoother, and the rings
are unnoticeable. There are textures and color information
as well as documents in the image, and the proposed method
restores them well. In Fig. 15b and d, we can see that the
results obtained by [4] and [44] are still blurry and the
deblurred image of [30] shown in Fig. 15c contains some
ringing artifacts. Our result shows sharper texts compared
to them. Pan et al.’s approach [32] obtains similar results as
ours. In Fig. 15, we can see that the clear image is smooth,
and the edge is not strong. In addition, the distribution of text
regions is uniform. For this case, the RBF and L0 gradient
minimization, which are used in Pan et al.’s approach [32],
produce similar smoothing result.

5.2 Natural images

In this subsection, an example with the complex image
containing rich details is shown. We compare with two com-

petitive natural image deblurring algorithms: Xu et al. [44]
and Krishnan et al. [47].

The example is presented in Fig. 16 where the picture
contains rich details. Figure 16b shows the result of [47],
which contains noise and ringing artifacts, and the estimation
of the point spread function is not good. In Fig. 16c, although
method [44] handles this image well, the estimated latent
image is too smooth, losing some details, such as the “stars”
in the image. In contrast, in Fig. 16d, our approach obtains the
blur kernel and the deblurred image (clear text, sharp edges)
well.

5.3 Compared withmoremethods

There are quite a lot of methods proposed recently about
deblurring. In this subsection, we compare the performance
between the proposed method and two latest methods pre-
sented in 2017: Gong et al. [15] and Yan et al. [16].
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Fig. 15 Deblurred images with
different algorithms. a Blurred
image, b Chen et al. [4], c Cho
et al. [30], d Xu et al. [44], e Pan
et al. [32] result, f our results

Fig. 16 Visual quality
comparison of image deblurring.
a Blurred image, b Krishnan
et al. [47], c Xu et al. [44], d our
results

Table 4 Comparison in average PSNRs on parts of dataset as proposed
in [32]

Blurry images [15] [16] Ours

Average PSNR 17.96 30.16 30.48 30.71

Similar to Table 1, we conduct experiments to compare
with the two competitive methods on parts of dataset from
[32], which contains seven ground-truth text images (im09–
im15) and eight blur kernels. Thus, we can generate 56
different blurred images. The average PSNRs are listed in
Table 4. We show the results obtained by the three methods
in Fig. 17, running on the blurry image im15 with kernel 4
as proposed in [32].

Figure17a is the blurry input image and the truth kernel.
The deblurring result using [15] is shown in Fig. 17b. The
result using the extreme channels prior-based sparse regular-
ization [16] is shown in Fig. 17c. As it is shown in Fig. 17b–c,
the results deblurred by [15] and [16] are similar and restore
the point spread function well. Our result which is shown
in Fig. 17d contains less artifacts compared with [16] and is
more clear than [15].

6 Conclusion

A simple but effective approach to document image restora-
tion is proposed in this work. Due to the specific properties
of document images, rolling bilateral filter is proposed and
applied to text image deblurring. Then, a powerful deblur-
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Fig. 17 Visual quality
comparison of image deblurring.
a Blurred image and truth
kernel, b Gong et al. [15], c Yan
et al. [16], d our results

ring algorithm based on rolling bilateral filter is presented
for estimating the latent image and blur kernel. Any trivial
preprocessing approaches are not required, such as image
segmentation. Finally, we propose an effective image non-
blind deconvolution algorithm, which helps to preserve
details. In the future, we will extend our approach to non-
uniform text image restoration.

6.1 Limitations

As a limitation, our proposed method is not well suited for
removing large noise because the mixed geometric feature
andnoise cannot be distinguished byRBF.Another limitation
is that our deblurring results might produce ringing artifacts
if the image contains a lot of texture.
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