A Mixed Property-Based Automatic Shadow Detection Approach for VHR Multispectral Remote Sensing Images
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Abstract: Shadows in very high-resolution multispectral remote sensing images hinder many applications, such as change detection, target recognition, and image classification. Though a wide variety of significant research has explored shadow detection, shadow pixels are still more or less omitted and are wrongly confused with vegetation pixels in some cases. In this study, to further manage the problems of shadow omission and vegetation misclassification, a mixed property-based shadow index is developed for detecting shadows in very high-resolution multispectral remote sensing images based on the difference of the hue component and the intensity component between shadows and nonshadows, and the difference of the reflectivity of the red band and the near infrared band between shadows and vegetation cover in nonshadows. Then, the final shadow mask is achieved, with an optimal threshold automatically obtained from the index image histogram. To validate the effectiveness of our approach for shadow detection, three test images are selected from the multispectral WorldView-3 images of Rio de Janeiro, Brazil, and are tested with our method. When compared with other investigated standard shadow detection methods, the resulting images produced by our method deliver a higher average overall accuracy (95.02%) and a better visual sense. The highly accurate data show the efficacy and stability of the proposed approach in appropriately detecting shadows and correctly classifying shadow pixels against the vegetation pixels for very high-resolution multispectral remote sensing images.
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1. Introduction

With the development of aerospace techniques, an increasing number of very high-resolution (VHR) satellites have been launched in recent years, such as Ikonos, QuickBird, Pleiades, GeoEye, RapidEye, SkySat-1, WorldView-2, WorldView-3, Jilin-1, and Kompsat [1–10]. The VHR multispectral remote sensing images captured by these satellites can depict more details of typical land cover, including buildings, vegetation and roads. Along with the improvement in the optical spatial resolution, shadow interference in these multispectral remote sensing images has become more serious. Obviously, shadow analysis is more important than ever before for these VHR multispectral remote sensing image applications. Shadow occurs when ground objects are illuminated by the sun or other light sources. Additional clues can be obtained through analyzing the related shadows,
which provide information about the position of the light source as well as the shape and the structure of ground objects. Since shadows in VHR multispectral remote sensing images indicate additional information about ground objects, shadows may supply useful information for applications such as buildings reconstruction and height evaluation [11,12]. Notably, shadows always result in loss and distortion of land cover within shadow regions, because shadow regions always present low radiance and different spectral reflectivity properties from nonshadow areas [3,13–17]. However, objects in shadow regions may contain significant information, especially in VHR multispectral remote sensing images. Given this situation, detecting shadows effectively plays a role in the analysis of VHR multispectral remote sensing images. Besides, though a wide range of research has explored shadow detection, shadow pixels are still more or less omitted and wrongly confused with vegetation pixels in some cases, and these traditional shadow detection methods are usually aimed at detecting shadows in middle resolution remote sensing images rather than in VHR multispectral remote sensing images [11–14,18–20]. Therefore, well-performed shadow detection approaches for VHR multispectral remote sensing images are necessary for effectively detecting shadows especially targeted at further managing problems of shadow omission and vegetation misclassification.

During recent decades, an increasing number of shadow detection approaches have been developed for analyzing remote sensing images. In general, the related works on shadow detection are usually categorized into either model-based or property-based methods. The model-based methods require prior knowledge about the scene, the sun, and sensors, such as the geometry of the scene, solar elevation and azimuth, the altitude and acquisition parameters of sensors, etc. [21–24]. Though the model-based technique usually presents desirable performance in shadow detection in specific applications, it is limited by the unavailability of some required prior information. The shortcomings of the model-based methods mentioned above are effectively overcome with the latter method. The property-based methods identify shadows with shadow characteristics, such as spectral features and geometrical information. Due to its accuracy and simplicity, the property-based methods are being widely explored in the literature [11,18,19,24–29].

In the property-based group, a certain shadow index image is first generated—in most related works—which usually exploits functions of multispectral bands either directly or indirectly based on the analysis of multispectral remote sensing images. Then, the index image is thresholded by some automatic threshold methods, after which the resulting shadow image is presented. Many researchers at home and abroad have made efforts in these two aspects, attempting to either develop new shadow image indexes, or modify or present improved thresholding methods for better detecting shadows in multispectral remote sensing images. Many researchers indirectly exploited the functions of multispectral bands by using luminance and chromaticity in various invariant color spaces to detect shadows, including hue-intensity-saturation (HIS), hue-saturation-value (HSV), luma-inphase-quadrature (YIQ), YCbCr and C1C2C3 models. Tsai [11] presented an automatic property-based shadow detection approach, which attempted to solve problems caused by cast shadows in color aerial images in complex urban environments. A spectral ratio index (SRI) was developed in this approach to highlight shadow pixels based on the properties of shadow regions compared with nonshadow ones in invariant color spaces, as seen in the hue-intensity-saturation (HIS), hue-saturation-value (HSV), luma-inphase-quadrature (YIQ), and YCbCr invariant color spaces. Then, the final shadow image was obtained by thresholding the index image with the Otsu threshold method [30]. This shadow detection algorithm accurately identifies shadow pixels otherwise bluish and greenish objects present. On the foundation of Tsai’s work, Chung et al. [29] proposed a novel successive thresholding scheme (STS), instead of the global thresholding method used in Tsai’s approach, for more accurately detecting shadows. The STS-based shadow detection algorithm has comparable shadow detection accuracy to Tsai’s SRI-based method. Khekade and Bhoyar [12] also presented an extended spectral ratio index (ESRI) approach based on Tsai’s work [11], in which the SRI-based method was extended with post-processing procedures specifically in the YIQ invariant color
space. This ESRI-based method obtained a better visual sense at the expense of longer computational time than Tsai’s SRI-based method without post processing procedures.

Ma et al. [18] introduced a normalized saturation-value difference index (NSVDI) in the HSV invariant color space to detect shadows in high-resolution multispectral remote sensing images. The NSVDI-based method generated a rough shadow index image, highlighting shadows by exploiting the properties of higher saturation and lower intensity of shadows compared with those of nonshadows. The rough shadow index image was then manually thresholded with a certain threshold value to provide a final shadow image. This NSVDI-based method performs well in detecting large shadows in high-resolution multispectral remote sensing images despite omitting some building shadows and small shadows. Additionally, Sarabandi et al. [31] developed a novel method for detecting cast shadow boundaries in high-resolution remote sensing images, in which a C3 index was exploited to highlight shadows. The C3 index is a transformation of red, green and blue bands in the C1C2C3 invariant color space [32]. This C3-based method is able to discriminate shadows from other dark land cover. Based on the work of Sarabandi et al., Besheer et al. [20] presented a modified C3 (MC3) index, in which a near infrared band was added. This MC3-based approach improves the shadow detection results in contrast to the C3-based method introduced by Sarabandi et al. [31].

Several researchers have developed new shadow detection indices based on the analysis of the spectral differences between shadow pixels and typical land cover pixels by directly using multispectral bands, including both the visible bands (red, green, and blue bands) and the near infrared band. In 2015, Chen et al. [14] introduced a new shadow detection method combining the spectral reflectivity characteristics of shadow regions in multispectral bands (i.e., the visible bands and the near infrared band), and the typical normalized difference vegetation index (NDVI). In this method, a normalized blue-red index (NBRI) was originally put forward. Then, the difference in the NBRI and the NDVI was calculated as the final shadow intensity (SI). The SI-based method presents good shadow detection performance for high-resolution multispectral remote sensing images, especially for the WorldView-2 multispectral images, except for wrongly identifying vegetation pixels as shadow ones in some cases. In the next year, Li et al. [24] presented a novel method that joined model and observation cues: pixels values, chromaticity, and luminance. A shadow mask in an image was first outlined with an improved bright channel prior (BCP), which was developed based on the original BCP. Then, the shadow mask was refined by combining the shadow mask with observation cues. This method is suitable not only for remote sensing images but also natural images. In 2017, Mostafa et al. [19] proposed a new shadow detector index (SDI) for detecting shadows in high-resolution multispectral remote sensing images, especially aimed at accurately classifying shadow pixels from vegetation pixels. This SDI-based method was developed by analyzing the difference in shadow pixels and vegetation pixels in nonshadows in terms of green and blue bands, as well as low red values in shadow pixels. An SDI index image was first obtained. Then a shadow image was generated by applying an optimal threshold over the rough index image, in which the optimal threshold was automatically achieved from the SDI histogram with the modified neighborhood valley-emphasis threshold method (NVETM) [33]. This SDI-based approach performs well in classifying shadow pixels from vegetation pixels, and achieves high shadow detection accuracies, except for the shortcomings of omitting some small shadow areas and misclassifying some dull red roof pixels as shadow pixels. Wang et al. [23] proposed a simple and automatic shadow detection method. In this method, a shadow mask was achieved by delineating shadow and nonshadow regions in the VHR image with a geometric model of the scene and the solar position. Then, the shadow mask was refined by applying a matting method to the image. This method performed well for detecting fine shadows and shadows within water regions. However, some small shadow areas were ignored in the detecting shadow process. Besides, the geometrical information for the scene and the solar position is usually unavailable, and two-step shadow detection is time-consuming. For efficiency and simplicity, the reviewed shadow detection algorithms [11,14,18–20] are selected for comparing algorithm performance with that of our proposed shadow detection approach.
In this paper, a mixed property-based shadow index (MPSI) is developed for detecting shadows in VHR multispectral remote sensing images, especially to further address the problem where true shadow areas are more or less omitted and vegetation cover types in nonshadow areas are usually wrongly classified as shadows to somewhat. This developed approach employs the difference in properties between shadows and nonshadows with respect to the chromaticity (specifically for the hue component) and the luminance (namely, the intensity component) in HSV invariant color space, and the reflectivity difference properties between shadow regions and vegetation cover in nonshadows in terms of multispectral bands (visible bands and near infrared band). Based on these properties, rough shadow images are first obtained. Then, final shadow images are generated with an optimal threshold on the rough shadow images.

The rest of the paper proceeds as follows. Property analysis and the proposed shadow detection approach are described in Section 2. Section 3 presents the experimental conditions and comparative experiment results on three test images of the multispectral WorldView-3 remote sensing images of Rio de Janeiro, Brazil in comparison with five standard shadow detection algorithms [11,14,18–20]. After that, these comparative experiment results are discussed in Section 4. Finally, conclusions are drawn in Section 5.

2. Materials and Methods

In our research, we devoted ourselves to exploring a new and effective shadow detection method for accurately identifying shadows in VHR multispectral remote sensing images, especially for further mitigating the shadow detection problems of shadow omission and vegetation misclassification. For this purpose, we explored properties of shadow regions in terms of the chromaticity (the hue component) and luminance (the intensity component) in the HSV invariant color space, as well as the spectral properties of both shadow areas and vegetation cover in nonshadow areas with respect to the reflectivity of multispectral bands (visible bands and near infrared band). Then, based on the property study, we developed a new shadow detection index employing both the chromaticity and luminance properties in shadow and nonshadow regions, and the reflectivity characteristics of multispectral bands (visible bands and near infrared band) for both shadow regions and vegetation cover in nonshadow areas. Finally, a shadow image was achieved by automatically applying an optimal threshold obtained over the index image. In this section, we briefly state the property analysis, and present the proposed shadow detection procedure in detail.

2.1. Property Analysis

In this part, we describe our study with respect to two types of properties of shadow regions. For the first one, invariant color properties are explored in the HSV invariant color space in terms of chromaticity (specifically hue component) and luminance (intensity component). For the other one, multi-spectral bands are engaged in analyzing features of shadow pixels and the vegetation pixels within nonshadow areas.

2.1.1. Analysis of Chromaticity and Luminance

We, as humans, are easily able to differentiate shadows from nonshadows according to the sensation perceived directly from digital images, due to the two classes of receptors in our eyes: cones and rods [34]. However, for the same application in detecting shadows, computer programs usually encounter various problems, such as illumination variation, atmospheric effect, and boundary ambiguity [11]. Additionally, in automatic shadow detection applications with computer programs, luminance and chromaticity are powerful descriptors for color images, including multispectral remote sensing images. Generally, chromaticity consists of hue and saturation, and luminance is also called intensity. In particular, hue is a significant attribute associated with the dominant wavelength in the mixture of light waves, which is taken together with saturation as the chromaticity, in which saturation refers to the relative purity of a certain color. Luminance is the most powerful descriptor
for color images \cite{18,34}. Regarding the powerful performance of chromaticity and luminance in describing features of color images, we were inspired to determine whether we could specifically employ characteristics of shadows within multispectral remote sensing images in terms of chromaticity and luminance. Consequently, we explored properties of shadow pixels in comparison with those of the corresponding nonshadow pixels in the HSV invariant color space, which performs well in separating chromaticity and luminance composites.

Theoretically, according to the Phong’s illumination model \cite{35} and the imaging model of Huang et al. \cite{26}, the light illuminating a small patch of a certain surface includes three parts: the ambient part, the diffusion part and the specular part. In most practical applications, the specular part can be neglected, because land cover in forests and urban areas is usually matte and dull. With respect to the ambient and diffusion parts of the incident light, nonshadow areas are always lighted by both the ambient and the diffusion part; however, shadow areas are almost always only illuminated by the ambient part rather than both.

Therefore, shadow regions are able to be differentiated from nonshadows in accordance with whether or not the diffusion part of incident light exists. Accordingly, reflectivity of the diffusion part of the incident light expresses the difference between shadow and nonshadow regions, and the difference is \cite{32,36}:

\[
C_d = m_d \int f_c(\lambda) e(\lambda) c_d(\lambda) d\lambda
\]

where \(C_d \in \{ R_d, G_d, B_d \} \) provides the red, green, and blue sensor response to the diffusion part of the incident light, \(m_d\) is independent of the wavelength \(\lambda\) and only depends on the geometry information, \(f_c(\lambda) \in \{ f_R(\lambda), f_G(\lambda), f_B(\lambda) \} \) denotes the spectral sensitivity in function of wavelength \(\lambda\), \(e(\lambda)\) is the quantity of incident light, and \(c_d(\lambda) \in \{ R_d(\lambda), G_d(\lambda), B_d(\lambda) \} \) is the surface albedo in terms of the red, green, and blue bands, respectively.

On the other hand, in remote sensing applications, the sun is always considered to be the sole incident light source, and its illumination can be regarded as white illumination in which the quantity of incident light \(e(\lambda)\) equals to a certain constant that is no longer related to the wavelength \(\lambda\) as before. Under this situation, the integrated white condition \cite{32,37} holds, as shown in Equation (2):

\[
\int f_c(\lambda) d\lambda = k
\]

where \(k\) is approximately equal to a certain constant.

According to electromagnetic wave theory, the surface albedo is positively proportional to the wavelength \(\lambda\), namely the surface albedo \(c_d(\lambda)\) of the near infrared (NIR) is larger than that of the red (R), the surface albedo of R is larger than that of the green (G), and the surface albedo of G is larger than that of the blue (B). Thus, the decreasing response of the near infrared, red, green and blue sensor to shadow areas against the corresponding nonshadow areas follow the inequation relationship shown in Equation (3):

\[
NIR_d > R_d > G_d > B_d
\]

where \(NIR_d, R_d, G_d, \) and \(B_d\) are the surface albedo in terms of the near infrared (NIR), red (R), green (G), and blue (B) bands, respectively.

Meanwhile, both the hue component of chromaticity and the intensity component of luminance are functions of R, G, and B in RGB color space, as shown in Equations (4) and (5) \cite{26,37}:

\[
I = \frac{1}{3}(R + G + B)
\]

\[
H = \tan^{-1}\left(\frac{\sqrt{3}(G - B)}{(R - G) + (R - B)}\right)
\]
where $I$ and $H$ denote the intensity and hue components, respectively, and $R$, $G$, and $B$ are reflectivity values of the red, green, and blue bands, respectively.

Additionally, Huang et al. calculated the hue value under shadow using \[26\]:

\[
H_{\text{shadow}} = \tan^{-1}\left( \frac{\sqrt{3}(G_{\text{shadow}} - B_{\text{shadow}})}{(R_{\text{shadow}} - G_{\text{shadow}}) + (R_{\text{shadow}} - B_{\text{shadow}})} \right)
\]

where $H_{\text{shadow}}$, $R_{\text{shadow}}$, $G_{\text{shadow}}$, and $B_{\text{shadow}}$ are hue, red, green, and blue values of shadow regions, respectively.

According to the analysis of the difference in illumination of shadow and nonshadow regions, the hue value $H_{\text{shadow}}$ under shadow conditions can be converted into the format corresponding to that under nonshadow conditions, as shown in Equation (7):

\[
H_{\text{shadow}} = \tan^{-1}\left( \frac{\sqrt{3}((G - G_d) - (B - B_d))}{((R - R_d) - (G - G_d)) + ((R - R_d) - (B - B_d))} \right)
\]

where $R$, $G$, and $B$ denote reflectivity values of the red, green and blue bands of nonshadow regions, respectively, and $R_d$, $G_d$, and $B_d$ are the reflectivity values of the diffusion part of the incident light in terms of the red, green, and blue bands, respectively.

Consequently, a conclusion is drawn that the hue value $H_{\text{shadow}}$ of shadow regions is usually higher than that of nonshadow areas based on Equation (3) \[26\]:

\[
H_{\text{shadow}} > H_{\text{nonshadow}}
\]

where $H_{\text{shadow}}$ and $H_{\text{nonshadow}}$ are the hue values of shadow and nonshadow regions, respectively.

Apart from the hue value, the intensity value of shadow regions can be obtained using Equation (9):

\[
I_{\text{shadow}} = \frac{1}{3}(R_{\text{shadow}} + G_{\text{shadow}} + B_{\text{shadow}}) \\
= \frac{1}{3}((R - R_d) + (G - G_d) + (B - B_d))
\]

where $I_{\text{shadow}}$ is the intensity value of the shadow regions, $R$, $G$, and $B$ denote reflectivity values of the red, green and blue bands of nonshadow regions, respectively, and $R_d$, $G_d$, and $B_d$ are the reflectivity values of the diffusion part of the incident light in terms of the red, green, and blue bands, respectively. Obviously, the intensity value $I_{\text{shadow}}$ of the shadow regions is lower than the intensity $I_{\text{nonshadow}}$ of nonshadow areas, as shown in Equation (10).

\[
I_{\text{shadow}} < I_{\text{nonshadow}}
\]

When the hue component and the intensity component are normalized into the range of [0,1], a conclusion can be deduced for the difference values between the hue and the intensity components, i.e., $H_{\text{shadow}} - I_{\text{shadow}}$ for shadows and $H_{\text{nonshadow}} - I_{\text{nonshadow}}$ for nonshadows, as shown in Equation (11), according to the unequal relation of the hue component between shadows and nonshadows shown in Equation (8), and the unequal relation of the intensity component between shadows and nonshadows, shown in Equation (10).

\[
H_{\text{shadow}} - I_{\text{shadow}} > H_{\text{nonshadow}} - I_{\text{nonshadow}}
\]

Based on the analysis of the difference in illumination on shadow and nonshadow regions, as well as the hue and intensity values of shadow and nonshadow regions mentioned above, the property of shadows can be summarized as follows with respect to the hue and intensity components in the HSV invariant color space in comparison with that of nonshadows:
(1) Higher hue value due to the reflection quantity of a certain wavelength $\lambda$ is positively proportional to the wavelength $\lambda$ [11,26].

(2) Lower intensity value due to the direct light from the sun being obstructed, and only the ambient part is illuminating the shadowed areas, rather than both the ambient and the diffusion part of the light source, which are illuminating the nonshadow regions.

(3) Higher differences between the hue component and the intensity component for shadow regions than those of nonshadow regions.

Accordingly, a sampling procedure was applied over many multispectral WorldView-3 remote sensing images at the pixel level in terms of hue and intensity components for both shadow and nonshadow areas. The sampling procedure produced a difference curve between the hue component and the intensity component for shadow regions, and a difference curve between the hue component and the intensity component for nonshadow regions, which are plotted together as shown in Figure 1. The sampling curves in Figure 1 verify the theoretical conclusion above, that greater difference values are observed between the hue component and the intensity component in shadow regions compared to the nonshadow regions. Consequently, we employed the characteristics above of the shadow regions in the HSV invariant color space to highlight shadow regions in test images.

![Figure 1. Sampling curves regarding the difference values between the hue component and the intensity component in both shadow and nonshadow regions.](image)

### 2.1.2. Analysis of Multispectral Bands

In addition to the study of shadow characteristics with respect to the chromaticity (specifically, the hue component) and the luminance (namely, the intensity component) in the HSV invariant color space, we were also inspired by the fact that land cover, especially many kinds of vegetation, present various reflectivity to different wavelengths according to electromagnetic wave theory [38]. Based on this inspiration, we studied important differences between shadow and vegetation areas in terms of the multispectral reflectivity in multispectral bands, namely, visible bands (red, green, and blue bands) and the near infrared band. According to electromagnetic wave theory, when electromagnetic waves with different wavelengths are incident to the same object, the particles composing the object show different reflectivity characteristics to these incident electromagnetic waves of different wavelengths [38,39]. Consequently, various reflectivity values are achieved, meaning reflectivity values of different land cover types vary in accordance with the wavelengths of the incident electromagnetic waves. Specifically, the visible bands consist of electromagnetic waves with wavelengths ranging around 445 to 749 nm (i.e., ranges of 445 to 517 nm, 507 to 586 nm, and 626 to 696 nm, for blue, green, and red bands, respectively), and the near infrared band includes electromagnetic waves with wavelengths in the
range of about 765 to 1039 nm [40]. Therefore, reflectivity values of a certain land cover usually vary in
the red, green, blue and near infrared bands. Additionally, both components and structure of land
cover are key factors in the reflectivity for a certain wavelength electromagnetic wave. Due to the
components and the special cell structure of vegetation, the reflectivity of the near infrared band is far
higher than that of visible bands [38]. Nevertheless, the reflectivity of the red band is obviously the
lowest, in comparison with that of the near infrared, green, and blue bands [14]. An unequal relation
is presented in Equation (12) for the special reflectivity property of vegetation in terms of the near
infrared band and the red band, as described above:

\[
NIR_{\text{nonshadow-vegetation}} > R_{\text{nonshadow-vegetation}}
\]  
(12)

where \(NIR_{\text{nonshadow-vegetation}}\) and \(R_{\text{nonshadow-vegetation}}\) are reflectivity values of the near infrared band
and the red band, respectively, for vegetation cover in nonshadow regions.

According to the analysis of the difference of illumination on shadow and nonshadow regions
in Equation (3), an unequal relation can be drawn, as shown in Equation (13), which describes
the reflectivity difference of the near infrared band and the red band between shadow regions and
vegetation cover in nonshadow regions.

\[
NIR_{\text{vegetation-in nonshadow}} - NIR_{\text{shadow}} > R_{\text{vegetation-in nonshadow}} - R_{\text{shadow}}
\]  
(13)

where \(NIR_{\text{shadow}}\) and \(R_{\text{shadow}}\) are reflectivity values of the near infrared band and the red band for
shadow regions, respectively.

Additionally, according to Equation (10), the reflectivity values of both the near infrared band
and the red band decrease dramatically for shadow regions compared with that of vegetation cover
types in nonshadow regions, as shown in Equation (14).

\[
\begin{cases}
NIR_{\text{vegetation-in nonshadow}} > NIR_{\text{shadow}} \\
R_{\text{vegetation-in nonshadow}} > R_{\text{shadow}}
\end{cases}
\]  
(14)

Based on the above analysis of the reflectivity property of the near infrared band and the red band
for both shadow regions and vegetation cover in nonshadow regions, a conclusion can be drawn for
the unequal relation of the reflectivity differences between the red band and the near infrared band in
shadow regions and vegetation cover in nonshadow regions, as shown in Equation (15).

\[
R_{\text{shadow}} - NIR_{\text{shadow}} > R_{\text{vegetation-in nonshadow}} - NIR_{\text{vegetation-in nonshadow}}
\]  
(15)

Experimentally, we applied a sampling procedure to many multispectral WorldView-3 remote
sensing images at the pixel level with regard to the reflectivity on multispectral bands for both shadow
regions and many vegetation cover types in nonshadow regions. The resulting reflectivity values of the
red band and the infrared band are normalized into the range of [0,1], and are then used to draw the
resulting difference curves between the reflectivity values of the red band and the infrared band in both
shadow regions and vegetation cover types in nonshadow regions as shown in Figure 2. The resulting
sampling curves in Figure 2 verify that shadow regions present higher reflectivity difference values
between the red band and the near infrared band compared with vegetation cover in nonshadow
regions. Therefore, we attempted to use this reflectivity difference between the red band and the near
infrared band in differing shadow regions and vegetation cover in nonshadow regions.
2.2. Proposed Shadow Detection Approach

Based on the study of the properties of the shadow regions with respect to the hue and the intensity components in the HSV invariant color space, as well as in terms the reflectivity of multispectral bands, we proposed a mixed property-based shadow index (MPSI) shown in Equation (16):

\[ MPSI = (H - I) \times (R - \text{NIR}) \]  \hspace{1cm} (16)

where \( H \) and \( I \) are the normalized values of hue and intensity components, respectively, and \( R \) and \( \text{NIR} \) are normalized reflectivity values of the red band and the near infrared band, respectively.

Due to the properties of the shadow regions in the HSV invariant color space (i.e., higher difference value between the hue component and the intensity component), in this proposed shadow index, we highlighted shadow regions by using the difference of the normalized hue and normalized intensity component, i.e., \( H - I \), to further solve the shadow omission problem. Concurrently, based on the higher reflectivity difference of the red band and the near infrared band for shadow regions in comparison with vegetation cover in nonshadow regions, we used the reflectivity difference of the red band and the near infrared band, i.e., \( R - \text{NIR} \), to effectively distinguish shadow regions from vegetation cover in nonshadow regions. From the property analysis mentioned previously, in which both the difference terms \( H - I \) and \( R - \text{NIR} \) in shadows are higher than in nonshadows, we developed a mixed property-based shadow index, as shown in Equation (16), with the product of the difference of the normalized hue and the normalized intensity values, \( H - I \), and the reflectivity difference of the normalized values of the red band and the near infrared band, \( R - \text{NIR} \). In principle, the proposed shadow index achieves higher values for shadow pixels when compared with general nonshadows and vegetation cover in nonshadows.

In this paper, we first separated shadow pixels from general nonshadows, as well as vegetation pixels within nonshadow regions, with the developed mixed property-based shadow index (MPSI), from which we draw a shadow index image. Then, we applied a certain threshold technique over the achieved shadow index image to generate the final shadow image automatically which is described in the following section.

2.3. Threshold Method

After we obtained the shadow index image with the proposed previously developed mixed property-based shadow index, we applied an optimal threshold to the shadow index image, in which the optimal threshold could be obtained automatically by using several typical threshold methods,
such as the Otsu threshold method [30] and the neighborhood valley-emphasis threshold method (NVETM) [33].

Practically, the Otsu threshold method is well known for its simplicity and easy realization, making it one of the typical threshold methods commonly used in practical applications. The Otsu threshold method works well for images of histograms in bimodal distribution or close to bimodal distribution. However, when histograms of the test images are unimodally distributed or close to it, extra measures are needed for the Otsu threshold method to determine an optimal threshold for these images [33]. Furthermore, based on the Otsu method and the previous work of Ng in 2006 [41], Fan et al. developed a new automatic threshold method in 2012, called the neighborhood valley-emphasis threshold method (NVETM). This NVETM has been applied to detecting shadows in high-resolution remote sensing images, and presents satisfactory thresholding results for most images with histograms in either bimodal or unimodal [19]. Therefore, this automatic NVETM was applied in our approach, which was combined with our developed mixed property-based shadow index for detecting shadows in VHR multispectral remote sensing images.

The NVETM is described as follows [33]. First, for gray-level $g$, the corresponding frequency $h(g)$ is calculated using Equation (17), and the sum of the neighborhood gray probability $\overline{h}(g)$ in interval $2m + 1$ is defined as:

$$ h(g) = \frac{f(g)}{n}, g = 0, 1, \ldots, L - 1 $$

$$ \overline{h}(g) = \sum_{i=-m}^{m} h(g + i) $$

where $f(g)$ is the amount of the pixels with gray level $g$, $L$ is the number of gray levels, and $n$ is the number of pixels in the test image.

Then, the test image is binarized into two classes, either 0 or 1, by a predefined threshold $t$, which is computed with Equation (19):

$$ p_0(t) = \sum_{g=0}^{t} h(g) $$

$$ p_1(t) = \sum_{g=t+1}^{L-1} h(g) $$

After that, the mathematical expectations of the two classes above are calculated as:

$$ \mu_0(t) = \left[ \sum_{g=0}^{t} gh(g) \right] / p_0(t) $$

$$ \mu_1(t) = \left[ \sum_{g=t+1}^{L-1} gh(g) \right] / p_1(t) $$

Finally, the NVETM determines an optimal threshold $T$ by maximizing the revised within-class variance $\xi(t)$, as shown in Equation (21):

$$ \xi(t) = \left( 1 - \overline{h}(t) \right) \left[ p_0(t) \mu_0^2(t) + p_1(t) \mu_1^2(t) \right] $$

Considering that histogram images may have various distributions, we selected the NVETM by Fan et al. to automatically determine an optimal threshold $T$. With the optimal threshold $T$ obtained above, the shadow image could finally be constructed, combined with our proposed shadow index image by assigning a value of 0 to the pixel with a gray level below the optimal threshold $T$, and by assigning a value of 1 to that with a gray level above $T$ in the original image, which were regarded as
the shadow pixel and the nonshadow pixel, respectively. Figure 3 shows the flow chart of the proposed shadow detection approach.
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**Figure 3.** Flow chart of the proposed mixed property-based shadow detection approach.

## 3. Results

In this section, we describe the experiment conditions and test images used for comparative experiments to demonstrate the performance of our developed shadow detection approach, as well as other comparable shadow detection approaches for different test images, and state the corresponding shadow detection results. These comparative experiments were implemented in MATLAB 2017a under the Microsoft Windows 7 operation system on a DELL personal computer (3.20 GHz CPU and 4 GB RAM).

In these comparative experiments, we tested many multispectral remote sensing images selected from the multispectral WorldView-3 remote sensing image of Rio de Janeiro, Brazil. Given the limitation of paper size, three typical test images (named test image A, B, and C) were selected to validate our MPSI-based shadow detection approach in detecting shadows and correctly distinguishing shadows from vegetation cover of nonshadow areas, as shown in Figure 4. Particularly, four bands in these test images were employed: band-2 (blue), band-3 (green), band-5 (red), and band-7 (near infrared-1). Specifically, test image A in Figure 5a is a 601 × 601 pixel image covering a typical forest scene where various kinds of vegetation are found. Test image B in Figure 6a is a 501 × 501 pixel image with high vegetation coverage and a smaller fraction of buildings. Test image C in Figure 7a is a 481 × 481-pixel image including various land cover types (mainly including vegetation, buildings, roads, and lawns).
Figure 4. Test images. (a) The multispectral WorldView-3 remote sensing image of Rio de Janeiro, Brazil. (b) The test image A. (c) The test image B. (d) The test image C.

Furthermore, to assess our MPSI-based shadow detection approach both subjectively and objectively, we applied our developed shadow detection approach and five comparable methods to test images A, B and C. Results were achieved for these three test images A, B, and C, as shown in Figures 5c–h, 6c–h and 7c–h, respectively, and the accuracy data of the different methods for these three test images were summarized in Tables 1–3, respectively. Additionally, interpretations were carried out manually to generate reference images for these three test images, A, B, and C, as shown in Figures 5b, 6b and 7b, based on these corresponding panchromatic images, respectively. Based on these reference images, several related assessments were carried out both subjectively and objectively to evaluate the performance of our MPSI-based shadow detection approach, which is described in the following section in detail.
Figure 5. Cont.
Figure 5. Test image A. (a) The original image. (b) The reference shadow image. (c) Shadow image by the spectral ratio index (SRI)-based algorithm [11]. (d) Shadow image by the normalized saturation value difference index (NSVDI)-based algorithm [18]. (e) Shadow image by the modified C3 (MC3)-based algorithm [20]. (f) Shadow image by the shadow intensity (SI)-based algorithm [14]. (g) Shadow image by the shadow detector index (SDI)-based algorithm [19]. (h) Shadow image by the developed mixed property-based shadow index (MPSI)-based approach.

Figure 6. Cont.
Figure 6. Test image B. (a) The original image. (b) The reference shadow image. (c) Shadow image by the SRI-based algorithm [11]. (d) Shadow image by the NSVDI-based algorithm [18]. (e) Shadow image by the MC3-based algorithm [20]. (f) Shadow image by the SI-based algorithm [14]. (g) Shadow image by the SDI-based algorithm [19]. (h) Shadow image by the developed MPSI-based approach.
Figure 7. Cont.

(a) Image by the MC3-based algorithm [20].
(b) Shadow image by the SI-based algorithm [14].
(c) Shadow image by the SDI-based algorithm [19].
(d) Shadow image by the developed MPSI-based approach.
Figure 7. Test image C. (a) The original image. (b) The reference shadow image. (c) Shadow image by the SRI-based algorithm [11]. (d) Shadow image by the NSVDI-based algorithm [18]. (e) Shadow image by the MC3-based algorithm [20]. (f) Shadow image by the SI-based algorithm [14]. (g) Shadow image by the SDI-based algorithm [19]. (h) Shadow image by the developed MPSI-based approach.

Table 1. Shadow detection accuracy data for test image A in Figure 5a.

<table>
<thead>
<tr>
<th>Method</th>
<th>PA 1 (%)</th>
<th>SP 2 (%)</th>
<th>EO 3 (%)</th>
<th>EC 4 (%)</th>
<th>OA 5 (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SRI [11]</td>
<td>75.40</td>
<td>92.98</td>
<td>24.60</td>
<td>7.02</td>
<td>83.28</td>
</tr>
<tr>
<td>NSVDI [18]</td>
<td>94.29</td>
<td>81.52</td>
<td>5.71</td>
<td>18.48</td>
<td>88.56</td>
</tr>
<tr>
<td>MC3 [20]</td>
<td>86.28</td>
<td>73.06</td>
<td>13.72</td>
<td>26.94</td>
<td>80.35</td>
</tr>
<tr>
<td>SI [14]</td>
<td>62.64</td>
<td>97.03</td>
<td>37.36</td>
<td>2.97</td>
<td>78.07</td>
</tr>
<tr>
<td>SDI [19]</td>
<td>96.18</td>
<td>86.16</td>
<td>3.82</td>
<td>13.84</td>
<td>91.69</td>
</tr>
<tr>
<td>MPSI 6</td>
<td>95.78</td>
<td>94.77</td>
<td>4.22</td>
<td>5.23</td>
<td>95.33</td>
</tr>
</tbody>
</table>

1PA: Producer’s Accuracy; 2SP: Specificity; 3EO: Omitted Error; 4EC: Committed Error; 5OA: Overall Accuracy; 6MPSI: The proposed shadow detection method.
Table 2. Shadow detection accuracy data for test image B in Figure 6a.

<table>
<thead>
<tr>
<th>Method</th>
<th>PA (%)</th>
<th>SP (%)</th>
<th>EO (%)</th>
<th>EC (%)</th>
<th>OA (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SRI [11]</td>
<td>97.16</td>
<td>68.75</td>
<td>2.84</td>
<td>31.25</td>
<td>86.94</td>
</tr>
<tr>
<td>NSVDI [18]</td>
<td>99.94</td>
<td>11.15</td>
<td>0.06</td>
<td>88.85</td>
<td>68.01</td>
</tr>
<tr>
<td>MC3 [20]</td>
<td>79.20</td>
<td>88.52</td>
<td>20.80</td>
<td>11.48</td>
<td>82.55</td>
</tr>
<tr>
<td>SI [14]</td>
<td>62.08</td>
<td>93.70</td>
<td>37.92</td>
<td>6.30</td>
<td>73.45</td>
</tr>
<tr>
<td>SDI [19]</td>
<td>94.99</td>
<td>90.21</td>
<td>5.01</td>
<td>9.79</td>
<td>93.27</td>
</tr>
<tr>
<td>MPSI</td>
<td>95.63</td>
<td>91.76</td>
<td>4.37</td>
<td>8.24</td>
<td>94.24</td>
</tr>
</tbody>
</table>

Table 3. Shadow detection accuracy data for test image C in Figure 7a.

<table>
<thead>
<tr>
<th>Method</th>
<th>PA (%)</th>
<th>SP (%)</th>
<th>EO (%)</th>
<th>EC (%)</th>
<th>OA (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SRI [11]</td>
<td>98.88</td>
<td>28.69</td>
<td>1.12</td>
<td>71.31</td>
<td>75.60</td>
</tr>
<tr>
<td>NSVDI [18]</td>
<td>99.72</td>
<td>24.87</td>
<td>0.28</td>
<td>75.13</td>
<td>74.89</td>
</tr>
<tr>
<td>MC3 [20]</td>
<td>84.52</td>
<td>76.17</td>
<td>15.48</td>
<td>23.83</td>
<td>81.75</td>
</tr>
<tr>
<td>SI [14]</td>
<td>64.19</td>
<td>96.94</td>
<td>35.81</td>
<td>3.06</td>
<td>75.06</td>
</tr>
<tr>
<td>SDI [19]</td>
<td>86.68</td>
<td>94.45</td>
<td>13.32</td>
<td>5.55</td>
<td>89.26</td>
</tr>
<tr>
<td>MPSI</td>
<td>97.19</td>
<td>92.10</td>
<td>2.81</td>
<td>7.90</td>
<td>95.50</td>
</tr>
</tbody>
</table>

Practically, in real-time or approximate real-time shadow detection applications for VHR multispectral remote sensing images, timesaving algorithms draw more attention from most end-users, given equivalent shadow detection results. Therefore, the time consumption is an important metric that is usually considered while designing and selecting shadow detection algorithms. Table 4 summarizes the computational time required for detecting shadows in test images A–C, shown in Figures 5a, 6a and 7a, using the proposed MPSI-based shadow detection approach and five other investigated comparable shadow detection algorithms. From the last row of Table 4, the proposed MPSI-based shadow detection approach was verified using a timesaving algorithm. The significant reason for this finding is that the proposed shadow index (MPSI) is very simple.

Table 4. Time consumption of test images A–C shown in Figures 5a, 6a and 7a, respectively.

<table>
<thead>
<tr>
<th>Time Used (ms)</th>
<th>A</th>
<th>B</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>NSVDI [18]</td>
<td>60</td>
<td>42</td>
<td>38</td>
</tr>
<tr>
<td>MC3 [20]</td>
<td>90</td>
<td>49</td>
<td>56</td>
</tr>
<tr>
<td>SI [14]</td>
<td>263</td>
<td>258</td>
<td>277</td>
</tr>
<tr>
<td>SDI [19]</td>
<td>276</td>
<td>258</td>
<td>253</td>
</tr>
<tr>
<td>MPSI</td>
<td>72</td>
<td>49</td>
<td>47</td>
</tr>
</tbody>
</table>

4. Discussion

In this section, we specifically evaluate the experimental results mentioned above, both subjectively and objectively, based on the comparison of the resulting images shown in Figures 5c–h, 6c–h and 7c–h against the reference images in Figures 5b, 6b and 7b, respectively. We used these assessments to validate the efficacy as well as the shortcomings of our proposal for detecting shadows in VHR multispectral remote sensing images against other available standard shadow detection methods.

4.1. Subjective Assessment

In this part, we first describe the subjective assessment of the experimental results. Figures 5a, 6a and 7a show these three test multispectral images selected from many tested images of the multispectral WorldView-3 remote sensing image of Rio de Janeiro, Brazil. Figures 5b, 6b and 7b present the corresponding reference images that were manually interpreted from these three test images in panchromatic version respectively. These reference images are regarded as ground-truth
images when assessments were applied over the resulting images using various shadow detection methods, such as the SRI-based method in Tsai [11], the NSVDI-based method in Ma et al. [18], the MC3-based method in Besheer et al. [20], the SI-based method in Chen et al. [14], the SDI-based method in Mostafa et al. [19], and our proposed MPSI-based approach. To validate the effectiveness of our proposed approach in resolving the problems of shadow omission and vegetation misclassification, we chose these three test images because they mainly include many small shadow regions and high coverage of vegetation, named test images A, B, and C, as shown in Figures 5a, 6a and 7a, respectively. Assessments of test images A, B, and C are described in detail as follows.

4.1.1. Assessment of Test Image A

Test image A in Figure 5a mainly consists of various vegetation cover types and shadows with irregular shapes. In this situation, the resulting images using our proposed approach, the NSVDI-based method [18] and the SDI-based method [19], as shown in Figure 5e,g,h, respectively, demonstrate a similar visual appearance to the reference image in Figure 5b. When compared with the reference image in Figure 5b, the resulting image by the SRI-based method [11] in Figure 5c shows a good result. However, this resulting image still has some shortcomings: the shapes of many shadow areas are distorted to some extent because the shape information is only preserved by the intensity component rather than both the chromaticity and the intensity. Also, some small shadow regions are more or less omitted. In addition, the resulting image obtained using the NSVDI-based method [18] shown in Figure 5d demonstrates relatively good performance. Due to the utilization of invariant color properties of saturation and intensity, this NSVDI-based method accurately highlights most shadow regions and classifies shadows against vegetation for test image A, which has high vegetation coverage. The shadow omission problem still remains because some small shadow regions are omitted in the resulting image. Furthermore, the resulting image obtained with the MC3-based method [20] shown in Figure 5e appropriately distinguishes shadow pixels from vegetation pixels. However, this method fails to detect small shadows effectively, and misclassifies some bluish vegetation pixels as shadows, because bluish pixels are highlighted in the MC3 index. Similarly, the resulting image using the SI-based method [14] shown in Figure 5f generally delineates contours of large shadow regions. Nevertheless, the small shadow omission problem is still serious: most small shadows are confused with vegetation, because vegetation pixels may present similar reflectivity as shadows in the combination of near infrared, red and blue bands. Similar to the appearance in the resulting image using the NSVDI-based method [18] shown in Figure 5d, the resulting image by the SDI-based method [19] shown in Figure 5g presents a relatively accurate shadow detection result even though vegetation pixels are misclassified as shadow pixels to some extent in comparison with the reference image in Figure 5b. As for the resulting image using our proposed MPSI-based approach in Figure 5h, most small shadow regions are correctly identified, and most vegetation pixels are correctly classified. Due to the combined contribution of both invariant color components (hue and intensity), and the near infrared band and the red band, this resulting image shows a closer appearance to the reference image in Figure 5b compared with the other comparative methods mentioned above.

4.1.2. Assessment of Test Image B

The majority of test image B in Figure 6a is vegetation, various shadow regions, and a small fraction of buildings. The resulting images by the SDI-based method [18] shown in Figure 6g and our proposed method in Figure 6h have a similar appearance to the reference image shown in Figure 6b. When compared with the reference image shown in Figure 6b separately, the resulting image using the SRI-based method [11] shown in Figure 6c accurately detects general contours of large shadow regions, and correctly identifies true shadows. However, the vegetation misclassification problem still exists, because several vegetation pixels around the boundary between shadow and vegetation are misclassified as shadows. Additionally, the NSVDI-based method [18] shown in Figure 6d performs poorly. Though shadow regions are well distinguished from buildings and red roofs, most vegetation
pixels are wrongly classified as shadow pixels because vegetation pixels usually show lower saturation values than those of buildings as shown in Figure 6a. Additionally, the resulting image obtained using the MC3-based method [20] shown in Figure 6e generally delineates outlines of large shadow areas. Nevertheless, many small shadow regions are identified as nonshadow regions, many buildings are wrongly recognized as shadows, and a portion of vegetation pixels are determined as shadow pixels because this method highlights bluish pixels. Similarly, the resulting image obtained using the SI-based method [14] shown in Figure 6f performs relatively poorly compared with the reference image in Figure 6b. Though many large shadow regions were identified using this method, many small shadow regions are classified as nonshadow regions. Also, several buildings were wrongly classified as shadow regions, except that red roofs were generally separated from shadows. Furthermore, the resulting image produced by the SDI-based method [19] shown in Figure 6g demonstrates a relatively good result. Most shadow regions were correctly determined and a majority of vegetation areas were well distinguished from shadow regions. However, there are still a few number of vegetation pixels as well as buildings that are misclassified as shadows. When it comes to our proposed MPSI-based approach, the resulting image shown in Figure 6h is much closer to the reference image in Figure 6b among the examined shadow detection methods. Both large and small shadow regions are almost all correctly determined, and nonshadow regions, especially vegetation areas, are well distinguished from shadow regions. Therefore, the problems of shadow omission and vegetation misclassification are further resolved in the resulting image using our proposed approach, as shown in Figure 6h.

4.1.3. Assessment of Test Image C

To further validate the effectiveness of our proposed shadow detection approach, we compared the performance of our developed method to other investigated shadow detection methods with test image C. The test image C, as shown in Figure 7a, includes diverse land cover types (vegetation regions both in large area and individually, roads, lawns, bare soil, buildings in various profiles, etc.) and shadow regions with various irregular shapes. Under this complex scene, the resulting images produced by the SDI-based method [19] shown in Figure 7g and our proposed shadow detection approach, shown in Figure 7h, achieved the closest appearances to the reference image, as shown in Figure 7b, compared to other shadow detection methods previously mentioned as shown in Figure 7c–h. When the resulting images were individually compared with the reference image in Figure 7b, the resulting image produced by the SRI-based method [11] shown in Figure 7c generally differentiated shadow regions from roads, lawns, bare soil, and most buildings. However, a vast majority of the vegetation was wrongly classified as shadow regions as this method is sensitive to bluish or greenish properties which are often presented by vegetation pixels. Similar to Figure 6d, the resulting image produced by the NSVDI-based method [18] shown in Figure 7d generally identified shadow regions from most roads and buildings, whereas substantially all of the vegetation pixels were still misclassified as shadows because of the lower saturation values of these objects in this complex scene. Also, dark terrace roofs, lawns and bare soil were misclassified as shadows. Furthermore, the misclassification of lawns and bare soil as shadows were overcome to some extent in the resulting image produced by the MC3-based method [18], shown in Figure 7e. Though most shadow regions were reasonably outlined, many small true shadow regions actually shown in Figure 7a were omitted in the resulting image shown in Figure 7e. Additionally, this technique failed to correctly recognize shadow pixels against roads and parts of buildings, and did not accurately preserve contours of shadow regions. Similarly, the resulting image produced by the SI-based method [14], shown in Figure 7f, generally delineated the outlines of most large shadow regions. However, this method still omitted most small shadow regions and failed to preserve the shapes of shadow regions, because pixel values on the boundary between shadow and nonshadow regions cannot be accurately highlighted with this method. Additionally, the resulting image produced by the SDI-based method [19], shown in Figure 7g, presented quite good performance in terms of shadow detection. Shadow regions were correctly identified in diverse scenes, mainly including a majority of vegetation regions, roads, lawns, and bare soil. Besides, contours of
shadow regions were also well persevered. Nevertheless, the small shadow omission problem remains an issue to explore. In terms of our proposed approach, the resulting image shown in Figure 7h is closer in appearance to the reference image shown in Figure 7b compared with the other investigated comparable shadow detection methods. Even though a small amount of small shadow regions within vegetation regions was omitted, our approach performed well in correctly detecting shadow regions in various shapes. Also, shadow regions were well separated apart from most nonshadow regions, especially for vegetation. Therefore, our proposed approach is an improvement in terms of the problems posed by both shadow region omission and vegetation misclassification, compared with other investigated comparable shadow detection techniques.

4.1.4. Analogy of Our Proposal among Test Images A, B, and C

To evaluate the shadow detection performance of our proposed MPSI-based approach in different scenes, we compared the appearances of resulting images shown in Figures 5h, 6h and 7h with corresponding reference images shown in Figures 5b, 6b and 7b. In these resulting images, shadow pixels were well distinguished from vegetation pixels whether the test image included a simple scene of almost all vegetation (test image A shown in Figure 5a) or a complex scene of diverse land cover types (test image B shown in Figure 6a and C shown in Figure 7a). Also, outlines of shadow regions were well delineated, even though a small amount of shadow pixels were still omitted. Comparing the appearances of the resulting images of test images A, B, and C with our proposed method shown in Figures 5h, 6h and 7h, respectively, we validated that the shadow regions were better recognized for test image C than in A and B. Also, the resulting image shown in Figure 7h for test image C highlights that our proposed approach works well for images with complex scenes including diverse land cover types. When comparing the performances of our shadow detection approach for test image A and B, we found that vegetation pixels and small shadow regions were well detected in both the test images, even though some dark buildings in test image B were misclassified as shadows to some extent due to their similarity to shadows. Accordingly, based on the subjective assessment, we conclude that our proposed MPSI-based shadow detection approach shows an improved ability in terms of mitigating the shadow omission and vegetation misclassification problems compared with other comparable standard shadow detection methods investigated in this paper.

4.2. Objective Assessment

In addition to the subjective assessment performed above, in this part we perform objective assessments of the images produced by comparable algorithms [11,14,18–20] and our proposed approach, as shown in Figure 5c–h, Figures 6c–h and 7c–h. These objective assessments were carried out with metrics calculated with the confusion matrix previously reported [19,38,42,43]. The confusion matrix was achieved by comparing the reference image and the final resulting shadow image of each test image for every shadow detection approach pixel by pixel. Based on the confusion matrix, we exploited several metrics [11,13,21] for objectively evaluating accuracies of the final resulting shadow images obtained with the different detecting methods. The corresponding metrics, namely the producer’s accuracy (PA), also called sensitivity, the omitted error (EO), the specificity (SP), the committed error (EC) and the overall accuracy (OA), were calculated pixel by pixel as follows:

\[
PA = \frac{TP}{(TP + FN)} \quad (22)
\]

\[
EO = \frac{FN}{(TP + FN)} \quad (23)
\]

\[
SP = \frac{TN}{(TN + FP)} \quad (24)
\]
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\[
EC = \frac{FP}{(TN + FP)} \tag{25}
\]

\[
OA = \frac{TP + TN}{(TP + TN + FP + FN)} \tag{26}
\]

where \(TP\) (true positive) indicates the number of true shadow pixels correctly identified, \(TN\) (true negative) is the number of nonshadow pixels correctly classified, \(FP\) (false positive) refers to the number of true nonshadow pixels wrongly classified as shadows, \(FN\) (false negative) shows the amount of true shadow pixels wrongly defined as nonshadows, and the terms \(TP + FN\) and \(TN + FP\) denote the amounts of shadow pixels and nonshadow pixels, respectively, and the term \(TP + TN + FP + FN\) is the total number of pixels in the study image.

Specifically, the PA indicates how well shadow pixels are correctly detected among true shadow pixels in the reference image, which is the ratio of the number of shadow pixels correctly detected in the resulting image to the total amount of the shadow pixels in the reference image. Complementarily, the EO is caused by identifying true shadow pixels in the original image as nonshadow pixels, which is the ratio of the number of nonshadow pixels in the resulting image wrongly classified from true shadow pixels to the total amount of the true shadow pixels. The higher the PA, the more accurate the method is for shadow detection. At the same time, a lower EO is also achieved, which means much fewer true shadow pixels are omitted as nonshadow pixels. A good shadow detection approach usually has a high PA value and a low EO value. Similarly, the SP denotes how well nonshadow pixels are correctly classified among true nonshadow pixels in the study image, which is the ratio of the number of nonshadow pixels correctly classified in the resulting image to the total amount of the true nonshadow pixels. Correspondingly, the EC is caused by classifying true nonshadow pixels in the original image as shadow pixels, which is presented as the ratio of the number of shadow pixels wrongly classified in the resulting image from true nonshadow pixels in the original image to the total amount of the true nonshadow pixels. The higher the SP, the better the algorithm performs for detecting shadow regions. Meanwhile, a lower EC is also obtained, which reveals that much fewer true nonshadow pixels are classified as shadow pixels. Many shadow detection approaches that are suitable for well differentiating nonshadows (e.g., vegetation regions) from shadows, usually have a high SP value and a low EC value. Additionally, the OA explains the entire effectiveness of a certain shadow detection algorithm for detecting shadow pixels. A better performance of a certain shadow detection algorithm is achieved when the OA is higher. All of these metrics described above (PA, EO, SP, EC, and OA) were employed together to assess the performance of the comparable standard shadow detection algorithms and our proposed method for detecting shadow pixels and correctly differentiating shadow pixels from vegetation. These metrics above were used to objectively demonstrate the accuracy of each shadow detection method previously reported [11,14,18–20] and our proposed method in terms of shadow detection accuracy, which was based on the calculation between each resulting image and the corresponding reference image at the pixel level. The achieved accuracy data are summarized in Table 1 for test image A, shown in Figure 5a, Table 2 for test image B, shown in Figure 6a, and Table 3 for test image C, shown in Figure 7a. For objectively assessing the effectiveness of our proposed shadow detection approach in detail, a further explanation is provided in terms of the accuracy data.

4.2.1. Assessment of Test Image A

For test image A in Figure 5a, the resulting image accuracy data are summarized in Table 1. From Table 1, the OA values for the NSVDI-based method [18] (88.56%), the SDI-based method [19] (91.69%), and our proposal (95.33%) are higher than those of the other three standard shadow detection approaches [11,14,20]. The high OA values for these three methods mean that they perform better in detecting shadows in general than the other three methods, which is in accordance with the corresponding subjective assessment. For the PA values and the EO values, high PA values and corresponding low EO values were achieved by the NSVDI-based method [18] (PA: 94.29%, EO: 5.71%), the SDI-based method [19] (PA: 96.18%, EO: 3.82%), and our proposed approach (PA: 95.78%, EO:
4.22%). However, rather low PA values and corresponding high EO values were obtained by the SRI-based method [11] (PA: 75.40%, EO: 24.60%), the MC3-based method [20] (PA: 86.28%, EO: 13.72%), and the SI-based method [14] (PA: 62.64%, EO: 37.36%). The PA and EO values above reveal that the NSVDI-based method [18], the SDI-based method [19] and our proposed MPSI-based approach performed better in correctly classifying shadow pixels of original shadow to the same class rather than nonshadow pixels in the produced images. They avoided omitting shadow pixels as nonshadow pixels for test image A in Figure 5a when they were compared with the three other methods above [11,14,20]. As for metrics of the SP values and the EC values, we observed that high SP values and corresponding low EC values were obtained by the SRI-based method [11] (SP: 92.98%, EC: 7.02%), the SI-based method [14] (SP: 97.03%, EC: 2.97%), and our proposed approach (SP: 94.77%, EC: 5.23%); whereas, relatively low SP values and high EC values were shown by the NSVDI-based method [18] (SP: 81.52%, EC: 18.48%), the MC3-based method [20] (SP: 73.06%, EC: 26.94%), and the SDI-based method [19] (SP: 86.16%, EC: 13.84%). The SP and EC values above show that the former three methods—the SRI-based method [11], the SI-based method [14], and our proposed approach—performed better in correctly classifying nonshadow pixels of the original images to the same class rather than as shadow pixels, and avoided wrongly identifying nonshadow pixels as shadow pixels for test image A, as shown in Figure 5a, than the three other methods. In general, even though the resulting images produced by the SRI-based method [11] and the SI-based method [14] had high SP values and corresponding low EC values, they had rather low OA values, low PA values, and corresponding high EO values. Besides, even not very high SP values and very low EC values for the two methods [18,19], they had significantly high PA values and low EO values, and high OA values. All of the above reveals the better overall performance in terms of shadow detection by the methods in Ma et al. [18] and Mostafa et al. [19] than those in Tsai [11], Chen et al. [14], and Besheer et al. [20]. When compared with the accuracy data of these shadow detection methods for test image A, as shown in Figure 5a, the PA value for our proposal (95.78%) is a little lower than that (96.18%) of the SDI-based method [19], and the SP value of our proposal (94.77%) is lower than that (97.03%) of the SI-based method [14]. Similarly, the EO value of our proposal (4.22%) is a little higher than that (3.82%) of the SDI-based method [19], and the EC value of our proposal (5.23%) is higher than that (2.97%) of the SI-based method [14]. However, the resulting accuracy data for our method are highly significant in terms of the high values of PA and SP, and the quite low values of EO and EC, as well as the highest value of OA compared to the other methods for test image A, as shown in Figure 5a, which reveals that our proposed approach performs well in both correctly identifying shadow pixels in the original images into the same class and reducing the probability of misclassifying nonshadow pixels of the original images as shadow pixels.

4.2.2. Assessment of Test Image B

For test image B in Figure 6a, the related resulting accuracy data are summarized in Table 2. From Table 2, higher values of OA are achieved in the resulting images produced by the SDI-based method [19] (93.27%) and our proposed approach (94.24%) than those by other methods [11,14,18,20], as shown in the last column of Table 2. These higher OA values mean that the SDI-based method and our method performed better generally at detecting shadow pixels than the other methods. Furthermore, for the PA values and the EO values, quite high PA values and corresponding low EO values were obtained in resulting images produced by the SRI-based method [11] (PA: 97.16%, EO: 2.84%), the NSVDI-based method [18] (PA: 99.94%, EO: 0.06%), the SDI-based method [19] (PA: 94.99%, EO: 5.01%) and our method (PA: 95.63%, EO: 4.37%). The high PA and corresponding low EO metrics of methods in Tsai [11], Ma et al. [18], and Mostafa et al. [19] and our method together reveal that shadow pixels of the original images were correctly identified, and fewer shadow pixels of the original images were omitted as nonshadow pixels for test image B in Figure 6a, when compared with other shadow detection methods in Chen et al. [14], and Besheer et al. [20]. Additionally, for the SP values and the EC values, higher SP values and corresponding lower EC values were obtained by the SI-based method [14] (SP: 93.70%, EC: 6.30%), the SDI-based method [19] (SP: 90.21%, EC: 9.79%)
and our method (SP: 91.76%, EC: 8.24%) than those by other methods in Tsai [11], Ma et al. [18], and Besheer et al. [20]. These higher SP and corresponding lower EC values together show that these two standard shadow detection methods and our method are more correct when classifying nonshadow pixels in the original images to the same class rather than as shadow pixels, and lower probability of misclassifying nonshadow pixels in the original images as shadow pixels than those by other methods in Tsai [11], Ma et al. [18], and Besheer et al. [20]. Besides, even though the PA value of our method (95.63%) was a little lower than that of the SRI-based method in Tsai [11] (97.16%) and the NSVDI-based method in Ma et al. [18] (99.94%), the SP (91.76%) and OA (94.24%) values of our method were much higher than those of the above two methods. Similarly, even though the EO value of our method (4.37%) was higher than that of the SRI-based method in Tsai [11] (2.84%) and the NSVDI-based method in Ma et al. [18] (0.06%), the EC (8.24%) value of our proposal was much lower than those of the above two methods. Specifically, our method also performed better for shadow detection with a somewhat higher PA (95.63%), SP (91.76%), and OA (94.24%), as well as lower EO (4.37%), and EC (8.24%), than the SDI-based method in Mostafa et al. [19] with PA (94.99%), SP (90.21%), and OA (93.27%), as well as EO (5.01%) and EC (9.79%). Both the significant metrics of high PA and SP values, as well as low EO and EC values reveal that our method can simultaneously perform well in reducing the probability of omitting shadow pixels in the original images as nonshadows, and misclassifying nonshadow pixels in the original images as shadows for test image B, as shown in Figure 6a.

4.2.3. Assessment of Test Image C

For test image C in Figure 7a, the related accuracy data are listed in Table 3. From Table 3, higher OA values are noted in the resulting images produced by the SDI-based method in Mostafa et al. [19] (89.26%) and our proposed approach (95.50%) than those by the SRI-based method in Tsai [11] (75.60%), the NSVDI-based method in Ma et al. [18] (74.89%), the MC3-based method in Besheer et al. [20] (81.75%) and the SI-based method in Chen et al. [14] (75.06%), as shown in the last column of Table 3. These higher OA values reveal that both the SDI-based method in Mostafa et al. [19] and our approach were generally more effective at detecting shadows for test image C than other methods in Tsai [11], Chen et al. [14], Ma et al. [18], and Besheer et al. [20]. Furthermore, in terms of the PA values and the corresponding EO values, higher PA and corresponding lower EO values were obtained by the SRI-based method in Tsai [11] (PA: 98.88%, EO: 1.12%), the NSVDI-based method in Ma et al. [18] (PA: 99.72%, EO: 0.28%) and our approach (PA: 97.19%, EO: 2.81%) than those by the three other methods in Chen et al. [14], Mostafa et al. [19], and Besheer et al. [20], as shown in the second and the fourth columns of Table 3. These high PA and corresponding low EO values show the fact that shadow pixels in the original images are correctly identified, and the omission of shadow pixels in the original images is mostly avoided with these three methods (i.e., the SRI-based method in Tsai [11], the NSVDI-based method in Ma et al. [18] and our approach), when compared with those of the other shadow detection methods in Chen et al. [14], Mostafa et al. [19], and Besheer et al. [20]. Additionally, regarding the SP values and the corresponding EC values, rather high SP and low EC values were achieved by the SI-based method [14] (SP: 96.64%, EC: 3.06%), the SDI-based method [19] (SP: 94.45%, EC: 5.55%) and our method (SP: 92.10%, EC: 7.90%) in comparison with those by the other methods, the SRI-based method in Tsai [11] (SP: 28.69%, EC: 71.31%), the NSVDI-based method in Ma et al. [18] (SP: 24.87%, EC: 75.13%) and the MC3-based method in Besheer et al. [20] (SP: 76.17%, EC: 23.83%). For shadow detection methods in Chen et al. [14], Mostafa et al. [19] and our approach, the SP and corresponding EC values above reveal that nonshadow pixels in the original images were better discriminated from shadow pixels, and fewer nonshadow pixels in the original images were misclassified as shadow pixels than the other shadow detection methods in Tsai [11], Ma et al. [18] and Besheer et al. [20] for test image C in Figure 7a. Besides, the problems of shadow omission or nonshadow misclassification could be effectively resolved solely with standard shadow detection methods in Tsai [11], Chen et al. [14], Ma et al. [18], and Mostafa et al. [19], because rather high PA and low SP values, as well as low EO and high EC values, were obtained by the SRI-based method in
Tsai [11] (PA: 98.88%, SP: 28.69%, EO: 1.12%, EC: 71.31%) and the NSVDI-based method in Ma et al. [18] (PA: 99.72%, SP: 24.87%, EO: 0.28%, EC: 75.13%), and quite high SP and low PA values, as well as low EC and high EO values, were obtained with the SI-based method in Chen et al. [14] (PA: 64.19%, SP: 96.64%, EO: 35.81%, EC: 3.06%) and the SDI-based method in Mostafa et al. [19] (PA: 86.68%, SP: 94.45%, EO: 13.32%, EC: 5.55%). However, our shadow detection approach was more effective at simultaneously resolving both problems of shadow omission and nonshadow misclassification than other shadow detection methods investigated in this paper, because high PA (97.19%) and SP (92.10%) values as well as low EO (2.81%) and EC (7.90%) values were achieved with our method rather than either one or none in other methods for test image C in Figure 7a.

4.2.4. Analogy of Our Proposal among Test Images A, B and C

In addition to the performance comparison of our proposed approach and other shadow detection methods in Tsai [11], Chen et al. [14], Ma et al. [18], Mostafa et al. [19] and Besheer et al. [20], we also evaluated the effectiveness of our method for detecting shadows in different scenes with accuracy data listed in the last row of Tables 1–3. As previously described, test image A is a simple scene of entirely vegetation, test image B includes mostly vegetation and a small fraction of buildings, and test image C consists of diverse land cover types including vegetation, buildings, roads, lawns, etc. Obviously, we noticed that similar OA values were achieved for test image A (95.33%), B (94.24%), and C (95.50%), which reveals that our method performed well for shadow detection in both simple vegetation scenes and complex scenes of diverse land cover. In terms of PA, SP, EO, and EC, on one hand, for the image mainly containing vegetation (i.e., test image A), higher SP (94.77%) and corresponding lower EC (5.23%) values were shown, which proves the efficacy of our method in accurately identifying vegetation pixels in the original images to the same class rather than as shadows, and reducing the probability of misclassifying vegetation pixels in the original images as shadows. Rather high PA (95.78%) and low EO (4.22%) values were shown, revealing that the problem of shadow omission was further resolved. On the other hand, for the complex image including diverse land cover types (i.e., test image C), higher PA (97.19%) and corresponding lower EO (2.81%) values were obtained, which shows that our method also performed well in correctly detecting shadow pixels in the original images as the same class rather than as nonshadows, and avoided omitting shadow pixels in original images as nonshadows as far as possible. Also, quite high SP (92.10%) and low EC (7.90%) values were achieved showing that the problem of vegetation misclassification was also further minimized. As for test image B, quite good shadow detection effectiveness was also obtained with our proposed approach.

Consequently, our developed shadow detection approach is suitable for shadow detection in both simple scenes mainly containing vegetation and complex scenes including diverse land cover types. Also, excellent performance was demonstrated for both correctly identifying shadow pixels, and discriminating shadow from nonshadow pixels, especially for vegetation cover types. In other words, our method is effective for managing both problems of shadow omission and vegetation misclassification.

5. Conclusions

In this paper, we developed and validated a new shadow detection approach based on general shadow properties including high hue and low intensity in the HSV invariant color space and special spectral reflectivity features of high reflectivity values in the near infrared band and low reflectivity values in the red band for vegetation in nonshadow regions. A rough shadow image was first produced using these properties, in which shadow pixels were highlighted and nonshadow pixels were depressed. Then, the final shadow image was drawn with a certain threshold on the rough shadow image. For the validation of our method, comparative experiments were applied over three test images selected from the multispectral WorldView-3 remote sensing image of Rio de Janeiro, Brazil. The performance of our developed mixed property-based shadow detection approach was compared with other comparable shadow detection methods [11,14,18–20], after which the resulting
experimental data were evaluated both subjectively and objectively. The resulting experimental data revealed that images produced by our method had much closer appearances to the reference images and excellent accuracy metrics, namely high average values for the overall accuracy (95.02%), the producer's accuracy (96.20%), and the specificity (92.87%), and low average values for the omitted error (3.80%) and the committed error (7.12%), when compared with those of other comparable shadow detection methods. Both the good visual sense and excellent accuracy metrics reveal that our approach makes an improvement for simultaneously further addressing the problems of shadow omission and vegetation misclassification. In the future, we will attempt to improve the shadow detection accuracy and decrease the computational time in a further step. Combined with our current work, we will simultaneously attempt to better distinguish shadows from water.
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