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Abstract. Convex evidence theory is the only way to handle ordered and fuzzy evidence fusion, however, conventional
convex evidence theory has some drawbacks that make the fusion results are unreasonable in some cases, and not efficient
in the scenario of massive data. To overcome above issues, in this article we proposed a novel convex evidence theory based
on Gaussian function, we modified Gaussian function and use it to combine mass function of ordered propositions, we
designed the formula of the parameters of Gaussian function, and proposed a more accurate method to find the most likely
true proposition. We also proved the effectiveness of the proposed method. Theoretical analysis and experimental results
demonstrate that the proposed method has lower time complexity and higher accuracy than state-of-the-art method.
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1. Introduction

Evidence theory is proposed by Dempster and
Shafer [1, 2], so it is also called Dempster-Shafer
theory, or D-S theory. It is an important approach for
uncertainty and vagueness processing in the field of
artificial intelligence, and has been widely used in
many areas [3-5], especially in information fusion
recently [6-10].

Fusion of ordered evidences is a challenging prob-
lem for evidence theory. The problem of ordered
evidence is an important and widespread problem, for
example, professors evaluate student by “Excellent,
Good, Pass, Failure”, agricultural experts evaluate
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fertility of cultivated land by “high, upper middle,
middle, lower middle, low”. These are all ordered
evidences. Fusion results of ordered evidence must
satisfy convex property.

To deal with the fusion of the ordered evidences,
Liu et al. [11-13] proposed the concept of ordered
proposition, and proposed a convex evidence theory
model to fuse the mass function of ordered proposi-
tion, they constructed evidence combination function
for ordered propositions, so far, this is the only uncer-
tainty model for fusing ordered evidence, and it has
been successfully used in many application areas
[14]. However, there are some drawbacks which make
the fusion results are not reasonable in some cases,
and not efficient in the scenario of massive data.

To enhance the efficiency and accuracy of the
fusion of ordered and fuzzy evidences, in this paper
we proposed a novel convex evidence theory based
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on Gaussian function, a modified Gaussian function
is designed to be the combination function, the calcu-
lation of fusion result needs lower computation cost,
in addition, it can achieve more reasonable result than
conventional method.

The remainder of this paper is organized as fol-
lows: Section 2 offers brief background knowledge
about ordered proposition and the drawbacks of
conventional convex evidence theory. The method
we proposed is described in Section 3. Then Sec-
tion 4 presents the experiments to verify the proposed
method. Finally, the conclusions and recommenda-
tions for future work are summarized in Section 5.

2. Preliminaries
2.1. Brief knowledge about ordered proposition

In this section, we provide brief knowledge about
ordered proposition and convex evidence theory.

Definition 1. (Ordered Proposition) [12] A group
of propositions Py, P, ..., P, are Ordered Propo-

sitions, if:
(1) Vi=1, 2,..., n, all subject items of P; are
S, predications are s;;
(2) Vi=1, 2,..., n, predications s; describes

same characteristics or features of S;
(3) The degree of characteristics or features
described by s; gradually increase or decrease.

For example, if we evaluate examination result of
a student, then S = student, s; is {Excellent, Good,
Pass, Failure}, so P; is “student is excellent”, P>
is “student is good”, P3 is “student is pass”’, Py is
“student is failure”. When people evaluate same char-
acteristics of same object, the evaluation results are
usually “gradually”.

Definition 2. (Gradience) [12] A group of propo-
sitions Py, P, ..., P,, |P;| represents uncertainty
values of P, 1<i<n. If |P,|=max{|Pl,

ey |Pul}, 1 <m <n, then Vie{l, 2,..., m —
1}, satisfies |P;| <|Pit+1]|, and Vi€ {m, m+
1,..., n— 1}, satisfies | P;| > |Pj41]-

When we evaluate same characteristics of same
object, the evaluation results must have convex prop-
erty, that is to say the uncertainty value of each
proposition is unimodal, because we can not say “a
student is both excellent and failure”. Figure 1 shows
an example of function which has convex property.

Fig. 1. An example of convex function.

Definition 3. (Convex Property) [12] |Pi|, |P2l,
..., | Py|hasconvex property,if Vi < j < k, satisfies
|Pj| = min{| P;|, [Pgl}.

The uncertainty value of proposition (just like
mass function in D-S theory) is represented by mass
function. Because predications s; are most item in
proposition, so in the remaining of this paper, we
represent proposition “P; = Siss; 7 by “s;” for short.

Definition 4. (Combination Function for Ordered
Proposition) [12] % = {u|wn is mass function over
25 U {S}} represent space of mass function over
25 U {S}. Function f: % x % — N is combination
function, if f satisfies following properties:

(i) For w1, pup € N, then f(uy, o) is also mass
function, i.e. :
@ 0= f(pr, p2)(si), VI <i <n;
@ > flur, ma)s) <1

1<i<n
(i) f(m1, m2) is convex function, i.e. for any
i, j, kifi < j <k, then

Sy, pn2)(sj)
> min{ f(u1, n2)(s), f(uer, n2)(se)}

Property(i) is derived from definition of mass func-
tion in evidence theory, and property(ii) is derived
from the convex property. In reality, the combination
function is to combine the two mass function into one
mass function.

2.2. Drawbacks of conventional convex evidence
theory

Liu et al. [11-13] proposed convex evidence the-
ory to fuse ordered propositions, however, there are
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some drawbacks in traditional convex evidence the-
ory model: (1) It will bring errors because of its
rounding operation in the calculation of the order
number of the proposition which are most likely to be
true. (2) Combination function is complex to calcu-
late and need much computation cost. (3) The fusion
results are incorrect in some cases, for example, there
are two groups of propositions for fusion (or combi-
nation), if the uncertainty values (i.e. mass function)
of the propositions are as follows:

mi(s1) = 0.99, pi(s2) =0, pi(s3) =0,
mi(s4) =0, pi(ss) =0;

pa(s1) =0, ua(s2) =0, ua(s3) =0,
m2(sq) =0, pa(ss) =0.01.

where s; represents the ith proposition, u (s;) is the
uncertainty values of s;, 1 <i <5, in the remaining
of this paper, we use n-tuple to represent above infor-
mation briefly, that is: (0.99, 0, 0, 0, 0) and (0, O,
0, 0, 0.01). Using traditional convex evidence the-
ory, the combination result is (0.17, 0.17, 0.33, 0.17,
0.17), that means s3 is most likely to be true, but it is
unreasonable because 0.99 is much larger than 0.01,
so the most probably true proposition may be close
to s1. Another example is to combine (0.25, 0.25,
0.25, 0.25) and (0.25, 0.25, 0.25, 0.25), that means
each s; has equal possibility to be true, so the reason-
able combination result is (0.25, 0.25, 0.25, 0.25), but
the result given by traditional convex evidence the-
ory is (0.104, 0.396, 0.396, 0.104). So in this paper
we proposed a novel method which can achieve more
reasonable result in aforementioned special cases and
also have lower time complexity.

3. Novel convex evidence theory based
on gaussian function

In this section, we proposed the new convex evi-
dence theory. We first present the new combination
function.

Suppose s1, $2,..., s, are a group of ordered
proposition, the two mass functions for combina-
tion are 1 and wp, then the combination function
fQur, w2)(si) is as follows:

F(ur, pa)(si) = a- e (1)

where e is Euler’s number, it approximately equal to
2.71828, and

AN

Fig. 2. Combination function for g=3.

Zn: [e1Gsi) + ma(s)] x i

g= ’=jl - (2)
o ma(si) + D0 palsi)
i=1 i=1
c= irznlagl[m(sl')] - iginn[m(s,')]
+ l_gllaxn[m(s,-)] - ig}inn[uz(sz')] (3)
22 mas) + 30 ualsi)
a="5 = @)
23 ecli=9?

i=1

We can see Equation (1) is a modified Gaussian
function, so we call it Gaussian convex evidence the-
ory. g is the extreme point of the mass function, gis a
real number, the proposition whose order number is
nearest from g is most likely to be true among all the
propositions. For example, if g = 3, Fig. 2 shows the
shape of the combination function, the red point rep-
resent the uncertainty value of each proposition, 3rd
proposition has the maximum uncertainty value, so
s§3 is most probably to be true. If g = 3.7, the function
is showed in Fig. 3, as we can see, 4 is nearest from
3, so s4 has the maximum uncertainty value and is
most likely to be true. So it needs no rounding oper-
ation during calculation, and rounding errors can not
be introduced.

Now we will prove the combination function
f(u1, w2)(si) is legal mass function for ordered
proposition.

Theorem 1. f(u1, w2)(s;) is mass function for
ordered proposition.
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Fig. 3. Combination function for g=3.7.

Proof. We prove f(u1, w2)(s;) satisfies Definition 4
step by step.
(i) @ Because 41 (s;) and o (s;) are mass function,
so Vi, we have w1(s;) > 0 and u(s;) > 0; moreover,
e_C("_g)2 > (0, so from Equation (4), it can be seen that
a > 0. Therefore, from Equation (1), we can derive
Flui, pa)s) =a-e <=8 >0,
@ Because 1(s;) and wo(s;) are mass function,
n n

so Vi, wehave > wi(s;) < 1> ua(si) < 1;so put
i=1 i=1

Equation (4) into Equation (1),l we get

> fur, pa)isi)

i=1

n
=Y a mci=8)
i=1
n
—a- Z e~ cli=g”
i=1

n

> wals) + 30 pualsi) g

=1 i=1 —c(i—g)?
= m e
23 eci=g? i
i=1
n n
mis)) + p malsi)
_ =l i=1
2
1+1
< —— <1
=5 =

From above derivation, we have proved
fQur, w2)(s;)is mass function.

(ii)) we prove f(u1, m2)(s;) satisfies convex
property.
@Foranyi < j<g,

(i — 0)2
S, w2)(si) a-e -9
F(ut, w2)(s)  a-e—<l—9?

— (=8 —cli—g?

— CUH=20(—1)
Because i < j < g, thus j+i—2¢g <0, j—i>
0,c > 0;
Soc(j+i—2g)j—1i) <0, therefore:

S, p2)si) SCUH=290-D) < |
fQur, pm2)(s))

ie. f(u1, u2)(s) < f(ur, H2)(sj).

That means if i < g, then f(u1, w2)(s;)is mono-
tonically increasing function.

@ For any g <i < j, from @ of (ii), we have

S p2)(SD) - ejri-2g-i)
S, w2)(sj)

Because g <i < j,then j+i—2¢g>0,j—1>
0,c>0;
Soc(j+i—2g)j— 1) > 0; therefore,

S, pa)si) CUH=200(=1) <
flur, p2)Gs)) B

e f(ur, pa)(sd) = flur, u2)(s));

That means if i > g, then f(u1, @2)(s;) is mono-
tonically decreasing function.

Synthesize (ii)-® and (ii)-®, we can derive that
f(ur, m2)(s;) is convex function, and g is the
extreme point.

Therefore, Synthesize (i) and (ii), we can derive
that f(u1, p2)(s;) is mass function for ordered
proposition. |

Let us consider the aforementioned cases in Sec-
tion 2.2 which are difficult to handle by traditional
convex evidence theory. Firstly, to combine (0.99, 0,
0, 0, 0) and (0, 0, 0, 0, 0.01), from Equation (2), we
can compute that g = 1.04, so the combination result is
(0.352071 0.140307 0.007567 0.000055 0.000000),
that means s has the maximum uncertainty value,
obviously this is a reasonable result. Secondly, to
combine (0.25,0.25,0.25,0.25) and (0.25, 0.25,0.25,
0.25), from Equation (2), we can obtain g=2.5, but
from Equation (3), we can get ¢ =0, from Equation
(4), we can get a=0.25, so the combination result is
still (0.25, 0.25, 0.25, 0.25), that is reasonable.
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Experimental results of proposed and existing method

No. Propositions for Fusion

Combination Results

Traditional Convex Evidence Theory

Gaussian Convex Evidence Theory

1 (0.25,0.25,0.25,0.25)
(0.25,0.25,0.25,0.25)

2 (0.2,0.2,0.2,0.2)
(0.2,0.2,0.2,0.2)

3 (0.99,0,0,0,0)
(0,0,0,0,001)

4 (0.2, 0.6, 0.0, 0.0)
(0.0, 0.0, 0.2, 0.8)

5 (0.3,0.3,0.2,0.2)
(0.2,0.2,0.3,0.3)

6 (0.9, 0.05, 0.05, 0.0)
(0.0, 0.05, 0.05, 0.9)

7 (0.1, 0.6, 0.0, 0.0)
(0.0, 0.0, 0.1, 0.6)

8 (0.2, 0.8, 0.0, 0.0)
(0.0, 0.0, 0.2, 0.8)

9 (0.7,0.1, 0.1, 0.0)
(0.0,0.1,0.1,0.7)

10 (04,0.1,02,03)
(0.0,0.8,0.1,0.1)

11 (0.2,08) (0.394, 0.606)
(0.3,0.5)

12 (07,03) 05,0.5)
03,0.7)

13 (04,0.6) (0.45, 0.55)
(0.4,0.6)

14 (0.99,0.01,0) (0.248, 0.505, 0.248)
(0,0.01,0.99)

15  (05,03,02) (0.125, 0.8, 0.075)
(0.0,0.9,0.1)

(0.104, 0.396, 0.396, 0.104)
(0.104, 0.396, 0.396, 0.104)
(0.167,0.167,0.333, 0.167, 0.167)
(0.052, 0.426, 0.356, 0.167)
(0.104, 0.396, 0.396, 0.104)
(0.188,0.313, 0.313, 0.188)
(0.0234, 0.234, 0.524, 0.214)
(0.033, 0.233, 0.533, 0.2)

(0.162, 0.338, 0.338, 0.162)

(0.083, 0.492, 0.342, 0.083)

(0.25,0.25,0.25, 0.25)
(0.2,0.2,02,0.2)

(0.352, 0.140, 0.008, 0.000055)
(0.004, 0.199, 0.59, 0.107)
(0.201, 0.299, 0.299, 0.201)
(0.0133, 0.487, 0.487, 0.013)
(0.007, 0.18, 0.423, 0.09)
(0.004, 0.256, 0.669, 0.071)
(0.026, 0.424, 0.424, 0.026)
(0.08, 0.512, 0.372, 0.03)
(0.371,0.529)

(0.5,0.5)

(0.48, 0.52)

(0.108, 0.784, 0.108)

(0.236, 0.617, 0.146)

Now the computational cost is considered for the
combination, when the combination result is calcu-
lated, first the g, a and c are computed using Equations
(2-4), that needs O(n) time complexity, then Equa-
tion (1) is adopted to calculate uncertainty value for
each proposition, there are n propositions, so the total
time complexity is O(n). From [12] it can be seen that
the time complexity of traditional convex evidence
theory is O(n?), therefore, the proposed method has
lower computational cost.

4. Experimental results
4.1. Comparison with conventional method

In this section, we select 15 typical data sets, each
data set has two groups of propositions to combi-
nation, they are listed in column 2 of Table 1, and
we listed the combination results generated by con-
ventional convex evidence theory and the proposed
Gaussian convex evidence theory in column 3 and
column 4 in Table 1. From Table 1 we can see that, for

the 1st and 2nd cases, the propositions for fusion are
both indeterminate, so the fusion results of Gaussian
convex evidence theory are obviously correct while
the conventional convex evidence theory is incorrect.
For the 3rd and 4th cases, the fusion results of tra-
ditional convex evidence theory is unreasonable that
is analyzed in Section 2.2, and obviously the fusion
results of proposed Gaussian convex evidence theory
are better than conventional convex evidence. And
from 4th to 15th cases, the two methods are consis-
tent. Therefore, the proposed method generates more
reasonable results than state-of-the-art method.

4.2. Application case: Ocean oil spill risk
assessment

We take the “ocean oil spill risk assessment” as
the application example of the proposed method. The
ocean oil spill accident is divided into 5 levels based
on the scale of the accident: {minor accident, medium
accident, minor serious accident, serious accident,
major accident}. In this section we established an
assessment model that estimated the risk based on the
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Table 2
Typical sample data for ocean oil spill accident

Evidence Typical value
1 $2 53 S4 S5
minor medium minor serious serious major
accident accident accident accident accident
Weather conditions wind speed (m/s) 3.3 7.9 13.8 20.7 28.4
wave height (m) 0.1 0.5 1.25 2.5 4
Visibility (mile) 5 3 2 1 0.3
seawater temperature (°C) 25 20 15 10 5
Table 3
Mass functions for ocean oil spill accident with o =10
Evidence value Typical value
s 52 53 S4 S5
minor medium minor serious serious major
accident accident accident accident accident
Weather conditions wind speed (m/s) 5.6 0.4994 0.4994 0.0012 0 0
wave height (m) 0.6 0.1847 0.7478 0.0675 0 0
visibility (mile) 3 0 0.9855 0.0145 0 0
seawater temperature (°C) 4 0 0 0 0.0525 0.9475

weather conditions. The weather conditions include:
wind speed, wave height, visibility, seawater tem-
perature [15]. And the mass functions are generated
based on typical sample method [16]. The typical val-
ues of the weather conditions for 5 levels accidents
are listed in Table 2.

The truth value of an evidence with the value of C
for s; is:
1i(Si) = —5—

> Fi

i=1

where P; = e‘“kz, a>0, k= %, H; =|C - X;|
and H= 13" |C— X

So for wind speed =5.6 m/s, wave height=0.6 m,
visibility =3 m, seawater temperature =4°C
and «=10, the mass functions are listed in
Table 3.

From Table 3, we obtained the 4 mass functions
for fusion:

[wind_speed = (0.4994, 0.4994, 0.0012, 0, 0),
[wave—height = (0.1847, 0.7478, 0.0675, 0, 0),
Ivisibility = (0, 0.9855, 0.0145, 0, 0),

[seawater—temperare = (0, 0, 0, 0.0525, 0.9475),

Therefore, the final fusion result by the proposed
method i8 ffusion—result = (0.03, 0.6, 0.3, 0.07, 0),

that means “medium accident” are most probably to
happen.

5. Conclusion and future works

In this paper we proposed a novel convex evidence
theory model for fusion of ordered proposition, we
proposed a combination function based on Gaussian
function, and proposed new formula to calculate the
parameters a, c, g of Gaussian function, we also prove
that the proposed combination function is effective.
The proposed method has low time complexity and
higher accuracy than existing method. Making deep
research on the property of convex, find more math-
ematical convex functions for combining ordered
proposition to make the fusion results more reason-
able and accurate are the topics we will concentrate
on in future, and we will also try to apply the pro-
posed method in more data fusion scenarios such as
sensor data fusion [17].
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