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Noise Model of a Multispectral TDI CCD Imaging
System and Its Parameter Estimation of Piecewise

Weighted Least Square Fitting
Liangliang Zheng, Guang Jin, Wei Xu, Hongsong Qu, and Yong Wu

Abstract— The time-delayed integration (TDI) charge-coupled
device (CCD) imaging technology is widely used in remote sensing
field and accurate estimation of noise level is essential to assure
good performance of denoising. Therefore, in order to achieve
images with high signal-to-noise ratio by the TDI CCD sensor, the
noise model of the imaging system is investigated. First, the design
of the imaging circuit system is presented, and the main noises of
the system are analyzed, such as the TDI CCD sensor, amplifiers,
and so on. Then a theoretical noise model of the imaging system
is established as a priori information. An improved least square
fitting method of parameter estimation is proposed. To validate
the theoretical model and the proposed method, extensive tests
are carried out to obtain multiple uniform images on a developed
TDI CCD imaging system. The experiment results confirm that
a precise noise model can be achieved by this method and it
verifies the theoretical model, meanwhile. It can be used for
noise removal and aided design of imaging systems to acquire
high-quality images. It is meaningful for remote sensing to obtain
more targets of interest.

Index Terms— Noise model, time-delayed integration (TDI),
charge-coupled device (CCD), imaging system, parameter
estimation.

I. INTRODUCTION

UNLIKE conventional charge-coupled device (CCD), the
time-delayed integration (TDI) CCD is a kind of

linear array photoelectric detector, which implements charge
accumulations by superposition mode. Based on this principle,
it has advantages, such as high sensitivity, high dynamic range
and low noise, making it widely used in aerospace, remote
sensing, measurement and other fields. Especially in remote
sensing field, it can reduce the relative aperture of optical
systems, which can make the space camera lighter and smaller.

Many image processing algorithms such as denoising, com-
pression and segmentation, etc., take noise level as an input
parameter [1]. Accurate noise level estimation is essential to
assure good performance of each processing procedure [2].
Therefore, to achieve image data with high signal-to-noise
ratio(SNR) in earth observation fields, we investigate the
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noise model of a TDI CCD imaging system in this paper.
It(The proposed model) can be practically not only applied to
denoise the digital images captured by TDI CCD, further to
enhance their quality, but also used for aided design of TDI
CCD imaging circuit systems.

Some papers have proposed or analyzed the noise model
for CCD or CMOS imaging systems [2], [7], [10], [11], [13],
[15]–[19].

It is usually assumed that the noise characteristics are the
additive white Gaussian noise(AWGN), used to denoise the
image data [1], [3], [4]. However, besides the AWGN, there
are other types of noise, e.g., signal-dependent noise, which
is dominant when the video signal is stronger [2], [7], [10],
[11], [13], [15]–[19].

The imaging system outputs the raw image data. The noise
model of the raw image is described by a function that is given
the intensity of a pixel in the noisy image returning the cor-
responding variance, also called a noise level function(NLF),
in [5] and [6]. It is a linear continuous function describing the
noise level as a function of image brightness. The plot of this
function is the noise curve [7].

There is some research work on the noise of TDI CCD
sensor. It can be usually divided into two categories, one is
the inherent noise, including photon shot noise, dark current,
fixed pattern noise and transfer noise, etc.; the other is all
kinds of interference noise, such as reset noise and 1/f noise,
etc., [8], [9].

Once we derive a noise model, a priori information, the next
step to establish a practical model turns out to be a question
of parameter estimation. This challenging problem has been
extensively studied by researchers. There are mainly two
routes for noise estimation. One is from a single image, and the
other is based on multiple images. The former applies discrete
cosine transform(DCT) or discrete wavelet transform(DWT),
etc., in orthogonal transform domain, to achieve the necessary
information by removing possible structures from a single
image in [10] and [11]. Then the maximum-likelihood(ML)
approach [5], [6], [10], [11], and least square(LS) fitting or
polynomial [11] are exploited to derive the practical model.
The latter directly employs LS [2], [12], [13], ML [14] or
interpolation, etc., in spatial domain, to obtain the practical
model in terms of the multiple uniform images [15].

Estimation from a single image is an underconstrained
problem and further assumptions have to be made for the
noise [5]. Estimation from multiple images, however, is an
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overconstrained problem and was addressed in [15]. The
single image content is certainly non-uniform and may include
different texture patterns, edges, objects of small size, etc.
All these heterogeneities will influence the performance of
a noise parameter estimator, which lead it hard to realize
a robust and stable fit, described in [10] and [11]. The
procedures of transformation and processing to achieve the
necessary information are possibly complex. By contrast, noise
estimation based on multiple uniform images can implement
a robust fit and the procedure is simpler. Although it is
time consuming to obtain images covering the full intensities,
it is an essential procedure to develop a high-performance
camera, which is an indispensable experiment for airborne or
space-borne imaging systems.

In this work, the theoretical noise model of TDI CCD
imaging systems is established as a priori information
according to the design of imaging circuit systems.
An improved least square fitting method of parameter
estimation is proposed. Sufficient experiments are conducted
on the developed imaging system using a TDI CCD sensor,
capable of panchromatic and multi-spectral photosensitivity.
The accurate noise model for the whole imaging system,
i.e., the NLF, is derived by multiple images. The theoretical
noise model is verified and the effectiveness of our parameter
estimation algorithm is demonstrated.

The rest of the paper is organized as follows: after reviewing
the relevant work in section II, we describe the design of
TDI CCD imaging circuit system and establish the theoretical
noise model in section III. Section IV proposes the improved
method of parameter estimation and section V analyzes the
data sets of experiments to validate the theoretical model
and the proposed algorithm. The conclusion is presented
in section VI.

II. RELATED WORK

In this section, we briefly review previous work on noise
models of imaging system and the methods of parameter
estimations.

A. The Noise Model of Imaging System

The raw image y(t,s) in [10] is supposed as the following
model, which is affected by the signal-dependent noise:

y (t, s) = x (t, s) + n [t, s, x (t, s)] . (1)

In which, t = 1 . . . Nc, s = 1 . . . Nr , an image is
denoted with Nc columns by Nr rows, x(t,s) is the original
noise-free image, n[t,s,x(t,s)] is an ergodic Gaussian noise
with zero mean, signal-dependent variance σ 2

n [x(t, s)] and a
2-D Dirac delta function for its spatial autocorrelation func-
tion. For a general case, for signal-dependent noise variance
σ 2

n (I ), we assume a polynomial model with degree n p:
σ 2

n (I, c) = c × [1, I, I 2, · · · , I n p ], where I is the true image
intensity and c = (c0, c1, · · · , cn p ) is a coefficient vector with
size (n p + 1) × 1.

However, a reduced-order noise model is focused on for
recent CCD sensors. In this case, the noise n[t,s,x(t,s)] is
supposed to be the sum of two components: n [t, s, x (t, s)] =
nS I (t, s) + nS D [t, s, x (t, s)]. The first one, nS I (t, s), is

signal-independent with variance σ 2
n.S I , and the second one,

nS D [t, s, x (t, s)], is signal-dependent with variance σ 2
n.S D×

I (Poisson-like noise). This corresponds to a polynomial model
of the first order (n p = 1) and, thus the coefficient vector
simply reduces to c = (σ 2

n.S I , σ
2
n.S D):

σ 2
n (I ) =

(
σ 2

n.S I , σ
2
n.S D

)
· [1, I ] = σ 2

n.S I + σ 2
n.S D · I. (2)

Simplified by parameters a and b, it can be described by:

ϕ (μ)= σ 2 = a × μ + b. (3)

In which μ is the expectation of the intensity of this pixel in
the noisy image. This model is valid under the assumption
that the signal is not saturated. At the darkest pixels, the
Poisson distribution of the noise cannot be approximated by
a Gaussian and it becomes a shot noise. For most CCDs and
CMOS detectors, the variance of the noise at a pixel can be
approximated by this linear model [2], [11], [13], [16]–[18].

B. The Method of Parameter Estimations for Noise Models

Parametric estimation methods for noise model try to
obtain the parameters that control the noise model, for
example, parameters a and b in the linear model (3).
There are different parameter estimation strategies, such as
the maximum-likelihood(ML), least square(LS) and weighted
least square(WLS), etc.

The ML approach employs the probability density func-
tion(PDF) to estimate the parameter applied in [10], [11],
and [14]. For the samples {μ̂i , σ̂i }N

i=1, which are the estimates
of the intensity and its standard deviation in [11], the PDFs
of μ̂i and σ̂i given μ̂i = μ are respectively supposed to be:

f1(μ̂i |μi = μ) = 1√
2πσ 2

reg(μ)ci

e
− 1

2σ2
reg (μ)ci

(μ̂i−μ)2

f2
(
σ̂i | μi = μ

) = 1√
2πσ 2

reg (μ) di

e
− 1

2σ2
reg (μ)di

(σ̂i−σreg (μ))2

,

where σ 2
reg(μ) is defined as a simple regularized variance-

function; ci and di are known coefficients in [11]. Hence the
PDF is f ((μ̂i , σ̂ i )|μi = μ) = f1(μ̂i |μi = μ) × f2(σ̂i |μi =
μ). The posterior likelihood function L is obtained by
considering all measurements {μ̂i , σ̂i }N

i=1 and by integrating
the densities f :

L (a, b) =
N∑

i=1

∫ ∞

−∞
f
(
(μ̂i , σ̂ i )|μi = μ

)
dμ.

The parameter estimates â and b̂ are obtained from the
solution of the following equation:

(
â, b̂

)
= arg max

a,b
L (a, b) = arg min

a,b
−InL (a, b) . (4)

The difficulty of ML approach usually lies in that the PDF is
hard to obtain and the solving process is slightly complicated.

The LS fitting, a widely used estimation method, is to seek
a function of ϕ(μ) in data sets to minimize the sum of squared
error(SSE) employed in [11] and [13]. Here we exploit this
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method to find a first-order polynomial ϕ(μ), expressed as (3),
in measurements {μ̂i , σ̂i }N

i=1 to make the SSE minimum:

(
â, b̂

)
= arg min

a,b

N∑
i=1

[ϕ (
μ̂i

) − σ̂ 2
i ]2

. (5)

The WLS method, improved based on LS, utilizes weighted
factors to minimize the SSE, which can further diminish
the error between the actual value and the estimated one to
realize a better fit. Meantime, it can reduce the heteroskedastic
influence effectively. For WLS, (5) is changed into:

(
â, b̂

)
= arg min

a,b

N∑
i=1

Wi [ϕ
(
μ̂i

) − σ̂ 2
i ]2

, (6)

where Wi is the weighted factor.
It has been applied in [12], which took into account

the number of points in clusters to calculate the weighted
factor Wi . For each cluster Ccli , i = 1, . . . , Ncl , the Wi is
defined as:

Wi = Ncli /

Ncl∑
m=1

Nclm , (7)

where Ncli determines the number of points in the cluster Ccli .
It was proved that this weighted algorithm could provide
considerable improvement in the accuracy of line fitting and
better estimation of the parameters [12].

For a variable U with its samples {μi }N
i=1, which obeys

the normal distribution, i.e., U ∼ N(μ, σ 2), where μ and σ 2

are the expectation and variance of U , respectively, we can
employ ML approach to derive the estimations of μ and σ 2:

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

μ̂ = 1

N

N∑
i=1

μi = Ū

σ̂ 2 = 1

N

N∑
i=1

(μi − Ū)
2
.

(8)

Using (8), we can calculate the local estimations of the expec-
tation and standard-deviation(STD) pairs from the data sets.

III. THEORETICAL NOISE MODEL OF

TDI CCD IMAGING SYSTEM

In this section, the design principle of TDI CCD imaging
circuit system is presented, in terms of which the relevant
main noises are analyzed and the theoretical noise model is
established.

A. Design of TDI CCD Imaging Circuit System

The imaging system is performed around the centre
of TDI CCD sensor. It can convert the light signals of objects
into digitalized electrical signals that we can observe and
analyze to obtain the useful information acquired by dedicated
devices.

Fig. 1. Illustration of TDI CCD working principle.

1) TDI CCD Sensor: TDI CCD is a kind of special linear
array CCD detector, which can execute repeated exposure
to the same target by adopting superposition scan mode [8].
Its working principle is that, for M TDI stages, integrating
charges of objects are adding M number of lines together.
Fig. 1 is the illustration of TDI CCD working principle.
When a target A is moving along the direction of TDI toward
the stage of M, the first row completes the exposure of target
A during integration time, then the exposure charges of the
first row are transferred to the second row, simultaneously
target A moving to the second row. The second row continues
the exposure of target A, so the charges of ‘A’ are added by
two times. This operation is continuously repeated until the
charges reach the last row of M. The accumulated charges
will be M times as much as a single line, and they will be
read out by horizontal driving signals when the transfer gate is
open, which are finally output in the form of analog voltages
from the port of OSx. The TDI principle is particularly
significant at low light level operations since the exposure
time can increase with the number of the TDI stages, which
makes the sensor practical for remote sensing applications.

2) Design of Imaging Circuit System: The imaging circuit
system can fulfill the driving of TDI CCD sensors, the supply
of power, quantization of the video signal and outcome of the
image data. It usually comprises TDI CCD sensor, amplifiers,
video processors, power circuits, driving circuits and digital
processing circuit, etc., as shown in Fig. 2.

The light signals of objects irradiate on the focal plane array
of TDI CCD, performing integral exposure and producing
analog video signals of the targets. The amplifiers, protecting
the sensor from unexpected tests, can match the impedance,
enlarge the video signals at a proper ratio and lead them
to the video processors, which integrate correlated double
sampling(CDS) module, programmable gain amplifier(PGA)
and analog-to-digital converter(ADC). Their main functions
are to extract the effective signal, amplify and quantify the
analog signals into digital ones. They are one of the key
links that affect the SNR of images. Then the digital image
is sent to the buffers of a digital processing circuit, the
control kernel of the imaging circuit system. This circuit
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Fig. 2. Sketch map of TDI CCD imaging circuit system.

is primarily responsible for outputting the primitive driving
signals that meet the requirements of CCD sensor, controlling
the start-up and turn-off sequences of bias voltages and the
working sequence of the video processors. By means of the
communication bus, the digital processing circuit receives
the commands and returns the state parameters. Moreover, it
can integrate the image data and output it as an agreed format
through high speed interfaces. The driving circuits serve for
the sensor, amplifying the primitive CCD driving signals and
outputting multiple signals according to the desired working
sequence. The power circuits provide a variety of stable bias
voltages to TDI CCD. Both circuits are the key parts to the
quality of images acquired by the system.

3) Response of Imaging System: According to the principle
of photoelectric conversion of CCD in [20], the output voltage
of the TDI CCD sensor is given by:

VS = E (λ) MT I NT R (λ) . (9)

In which E(λ) is the illumination irradiated onto the surface
of the sensor, whose unit is W/m2. λ is the average wavelength
of the incident light. M expresses the integration stage of
TDI CCD and its range of values is up to the structure of
the sensor itself. TI NT is the integration time. R(λ) indicates
the spectral response function, which shows the ability of
photoelectric conversion. It is the key parameter to the sensor
and its unit is V/μJ/cm2.

According to the signal process of the imaging system,
shown in Fig. 2, its output is in digital number(DN). So the
output data of the system can be expressed as:

VDN = GO P G AD k E (λ) MT I NT R (λ) , (10)

where GO P and G AD are the gain of the amplifiers and the
video processor, respectively. k represents the quantification
ratio of analog to digital number, up to the video processor.
For an ADC with the maximum quantized voltage Vmax , we
can get the parameter k:

k = (2n − 1)
/

Vmax,

where n indicates the number of quantization bits. The output
of the ADC is described by DN, an integer with the range
of [0,2n-1].

For a multispectral TDI CCD imaging system with
panchromatic(P), red(R), green(G) and blue(B) spectrums, the
response can be calculated by:

⎧
⎪⎪⎪⎨
⎪⎪⎪⎩

VDN P = GO P P G AD Pk E P (λ) MP TI NT P RP (λ)

VDN R = GO P R G AD Rk ER (λ) MR TI NT B RR (λ)

VDNG = GO PG G ADGk EG (λ) MG TI NT B RG (λ)

VDN B = GO P B G AD Bk EB (λ) MB TI NT B RB (λ) ,

(11)

where the subscript letters express the variables of specific
spectrum. The integration time for R, G and B spectrums is
the same, expressed as TI NT B .

B. Theoretical Noise Model of Imaging System

The noises of different components in the imaging system
are discussed in this part. The theoretical model is derived.

1) Noise of TDI CCD Sensor: There are a variety of noises
in the output signal of TDI CCD, such as photon shot noise,
dark current noise, fixed pattern noise (FPN), reset noise,
1/f noise, etc.

a) Photon shot noise: The process of generating signal
charges with light inputting the TDI CCD photosensitive area
can be considered as an independent, uniform, continuous
occurring random process, and photon shot noise characterizes
the uncertainty in the number of signal charges stored at a
collection well, which is a fundamental limitation and cannot
be eliminated [15]. This number of charges follows a Poisson
distribution so that its variance equals its mean:

σ 2
photon = Ns , (12)

where Ns is the mean charge number of the sensor [8], [15].
b) Dark current noise: The dark current is an intrin-

sic noise to CCD. It is due to the thermal excitation of
electrons into the conduction band and collection in the
CCD wells, generated even though the sensor is not exposed
to light. The dark current signal depends approximately
exponentially on the temperature and linearly with exposure
time. Its generation is a statistical process described by the
Poisson distribution [21], [22].

In the application of TDI CCD, taking thermal control mea-
sures and adopting short integration time, often in microsec-
onds, will effectively reduce the dark current noise.

c) FPN: The difference of integral position and read-
out path of each signal charge packet contributes to small
variations in each charge packet, often called fixed pattern
noise(FPN). The FPN does not change with time and space,
so it can be separated and removed [8], [15].

d) Reset noise and 1/f noise: The reset noise(also called
thermal noise) is caused by the reset switch of readout
amplifier circuit, which sequentially transforms the charge
collected into a measurable voltage. The 1/f noise, which is
also termed as the flicker noise, originates in the amplifier part
of the circuit [9], [15]. Between both noises, the main one is
the reset noise originating mainly from the floating diffusion
capacitor Cs and the reset operation of readout amplifier
circuit. The variance of reset noise can be expressed as:

σ 2
r = kT Cs/q2, (13)
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where k is Boltzmann’s constant, k = 1.38054 × 10−23; T is
absolute temperature in Kelvin; q is the electronic charge,
q = 1.6 × 10−19C [9], [20].

The CDS module, a part of a video processor, is used to
treat the reset noise. It tends to sample the reference level
and the signal level in one pixel cycle, respectively. Then
the subtraction of twice sampling is taken as the valid signal.
Because the noise sampling is of twice relevant, the noise can
be eliminated [8], [9], [23], [24].

All the noises discussed above are independent, so the
superposition of noises conforms to the principle of indepen-
dent error synthesis. Except the noises that can be eliminated,
the variance of the total noises of the sensor can be achieved:

σ 2
T = σ 2

photon + σ 2
dark, (14)

where σ 2
dark is the variance of dark current noise.

2) Noise of Imaging Circuit System: On the basis of the
imaging system depicted in Fig. 2, the quality of the video
signals output by TDI CCD relates to the driving circuits
and the power circuits. Both circuits are desired to satisfy the
operation conditions and requirements of TDI CCD, which can
be fulfilled by reasonable design of the high-performance elec-
tronic devices, outputting driving signals with high integrity
as expected timing sequence and stable bias voltages of
low noise. Thus, their influence to the video signals can be
negligible. The video signals, generated by the sensor, will
pass through amplifiers and video processors. The noises of
amplifiers mainly include thermal noise and 1/f noise. Both of
them are minor and can be processed for suppression by CDS.
The video processor is a bridge from analog signal to digital
one, a key part for high SNR imaging, which is vulnerable to
ground bounce noises. Besides this, there is quantization noise,
so the noise of the video processor is mainly its working noise,
denoted by σad , which is zero mean and independent of the
system output VDN . Consequently, the noise of imaging circuit
system primarily comes from video processors.

3) Noise Model of Imaging System: The output of TDI CCD
is calculated according to (9) and put it into (12), then we can
achieve the photon shot noise:

σphoton = √
E (λ) MT I NT R (λ). (15)

The noise is performed through the imaging system, finally
displayed in the digital image. Thus, the photon shot noise of
the imaging system in form of DN is:

σsphoton = GO P G ADk
√

E (λ) MT I NT R (λ). (16)

By the same principle, the dark current noise of the imaging
system is:

σsdark = GO P G ADkσdark . (17)

Using the principle of independent error synthesis, we can
conclude the noise model of imaging system is:

σ 2
sys = σ 2

sphoton + σ 2
sdark + σ 2

ad . (18)

Put (16) and (17) into (18), and the theoretical noise model
of the TDI CCD imaging system is:

σ 2
sys =G2

OPG2
ADk2E (λ) MTINTR (λ)+G2

OPG2
ADk2σ 2

dark +σ 2
ad.

(19)

Due to the response of imaging system shown as (10), we can
obtain a formula with variable VDN :

σ 2
sys = GO P G ADkVDN + G2

O P G2
ADk2σ 2

dark + σ 2
ad . (20)

So the variance of noise is linear with the output of imaging
system. We can simplify (20) with parameters a and b, which
can be applied as a priori information:

σ 2
sys = a × VDN + b. (21)

In which VDN is the expectation of the intensity of pixels in
the noisy image. Parameters a and b are to be estimated.

Consequently, the noise model of TDI CCD imaging
system has the similar form with the conventional CCD or
CMOS imaging system described in section II-A. It includes
two items, the first item representing the signal-dependent
noise(SD), the second item ’b’ representing the signal-
independent noise(SI). It is a Poissonian-Gaussian model.
SD obeys the Poisson distribution, which is essentially due to
the photon-counting process. SI obeys the Gauss distribution,
because of electric and thermal noise added to the signal by
the sensor’s hardware [3], [11], [13], [16]. For the sake of
simplification in [11], the usual normal approximation of the
Poisson distribution is given:

P (λ) ≈ N (λ, λ) .

The accuracy of this approximation increases with the
parameter λ. In practice, for large enough λ, in other words,
the number of incoming photons large enough, a Poissonian
process can be treated as a special heteroskedastic Gaussian
one described by [11] and [13]. So the noise distribution
obeys the Gauss distribution in general.

When the video signal is near saturation, the response of
the imaging system will tend to be uniform with the noise
decreasing. Until full saturation, the system output in DN will
be the maximum of the video processor. According to the
analysis in section III-A-3), the output will reach (2n-1) with
uniform distribution and the noise will be zero. When there
is no illumination, in particular, the system noise variance
changes to the parameter b according to (21). The noise
distribution becomes a shot noise instead of a Gaussian at
this time, as [7] described. So the noise model is valid on the
condition that the signal is not saturated. The establishment of
the Gauss distribution of the noise is based on the assumptions
that the signal is not saturated and the photon count is large
enough.

IV. PROPOSED METHOD OF PARAMETER ESTIMATION

Compared with ML method, the LS has the advantages of
easy implementation, simple algorithm and high efficiency, etc.
So we focus on LS, based on which an improved method of
parameter estimation is proposed. The thought of this method
comes into being from weighted least square introduced in [12]
and the curve fitting with piecewise linear function, called
piecewise linear fitting(PLF), a method described in [25] for
determining an optimal straight-line segment approximation to
specified functions.
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Let y(t) be a real-valued function over the interval [t1, tN ],
where t1 and tN are real numbers. It is desired to approximate
y(t) by (N − 1) connected straight line segments such that
some performance index PI is minimized. The PI considered
in [25] is:

P I =
∫ tN

t1
w (t) (y (t) − x (t))2 dt, (22)

where w(t) is a positive weighted function, and x(t) is
the piecewise linear function to approximate y(t). Therefore,
given y(t), w(t), N , t1 and tN , where w(t) is set to 1 to get
a simple form, using (22), we can find X and T to fit the
function y(t) accurately, where X and T are, respectively,
the N × 1 and (N − 2) × 1 column matrices defined by
X = [x1 x2 . . . xN ]T and T = [t2 t3 . . . tN−1]T. So the fitting
linear function can be expressed as:

x (t) = xi+1 (t − ti ) + xi (ti+1 − t)

(ti+1 − ti )
(23)

for ti ≤ t ≤ ti+1, i = 1, 2, . . . , N − 1. This piecewise linear
fitting is an optimal method of curve approximation.

To implement accurate parameter estimation of noise curve,
the piecewise weighted least square(PWLS) approach is pro-
posed based on WLS and PLF, which integrates the advantages
of both methods.

Unlike PLF in [25], the target function y(t) and the number
of breakpoints N are unknown in PWLS. Instead, we can
acquire the data sets of the target function from experiments,
set the number of internal split points, and seek the best ones
on the condition of minimizing the SSE. Once knowing the
locations of the split points, we can apply the WLS in each
subinterval to realize the optimal fitting of the noise curve,
achieving the straight line approximations at different areas.
Thus, the core thought of PWLS is to fit the data by WLS in
different subintervals using the linear expression, which makes
the SSE minimum and obtains the accurate estimations of the
parameters. A variable m is defined to describe the number
of the internal split points during the interval, which indicates
that there will be (m+1) straight line segments to approximate
the data sets.

The PWLS serves for sufficient discrete data sets and it is
carried out as the specific procedures as follows:

1) Set the split point number m to 1, so the entire data sets
are divided into two segments. And there should be two
fitting lines.

2) Find the location of the split point based on LS. For the
discrete data points (xi , yi ), i = 1 . . . N , we can find
the best split point xb1 to make the SSE minimum.
The expression of SSE is shown below:

xb1 = arg min
xb1

(

b1∑
i=1

[ϕ1 (xi )−yi ]2+
N∑

i=b1

[ϕ2 (xi )−yi ]2),

(24)

2 ≤ b1 ≤ N − 1. ϕ1 (x) is the linear fitting function of
LS over the interval [x1, xb1]. ϕ2 (x) is the one over the
interval [xb1, xN ].

3) If the SSE meets the requirements or is small enough at
the split point xb1, i.e., SSE < ε, where ε is a positive
given number depending on the specific application, we
can gain two fitting lines based on LS over intervals
[x1, xb1] and [xb1, xN ]. To further improve the estima-
tion accuracy, the WLS is applied over each intervals.

4) The weighted factor Wi in [12] is not applicable here,
because the number of points in each cluster is equal,
resulting in the same Wi . So we need to design a
new Wi . Firstly, the squared error between LS linear
function and the data yi is expressed as follows:

�2
i = [ϕ j (xi ) − yi ]2,

where ϕ j (x) is the LS linear function over subinterval j .
Then the new Wi is defined by:

Wi = (�2
max − �2

i )/�
2
max , (25)

where �2
max is the maximum of �2

i over the subinterval.
It is normalized in the range [0, 1], which can decrease
the impact of large deviations. In particular, when �2

i
equals �2

max , Wi alters to zero; when the data points
come close to the fitting line, Wi tends to be one.

5) So we can derive two linear expressions, using WLS, to
fulfill the precise approximation. If the target function
is linear, this fitting problem usually can be solved by
one split point.

6) Else the SSE is not reasonable or not small enough, i.e.,
SSE ≥ ε, we can find the best split points xb2 and xb3
over each intervals [x1, xb1] and [xb1, xN ], similarly to
step 2). The calculation formulas are given:

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

xb2 = arg min
xb2

(
b2∑

i=1
[ϕ11 (xi ) − yi ]2

+
b1∑

i=b2

[ϕ12 (xi) − yi ]2)

xb3 = arg min
xb3

(

b3∑
i=b1

[ϕ21 (xi ) − yi ]2

+
N∑

i=b3

[ϕ22 (xi ) − yi ]2).

(26)

ϕ11 (x) and ϕ12 (x) are respectively the linear fitting
function of LS over the subintervals [x1, xb2] and
[xb2, xb1]. ϕ21 (x) and ϕ22 (x) are respectively the one
over the subintervals [xb1, xb3] and [xb3, xN ].

7) If the sum of SSE of this two segments is reasonable,
i.e., SSE < ε, we can obtain four fitting lines by apply-
ing WLS, as described in step 4), over each subintervals
[x1, xb2], [xb2, xb1], [xb1, xb3] and [xb3, xN ].

8) Else the SSE does not meet the requirements, i.e.,
SSE ≥ ε, we can similarly find a series of split points xbi

to satisfy the required performance index by iteration.
Thus, several fitting lines will be obtained by WLS over
subintervals.

For the discrete data points (xi , yi ), i = 1 . . . N , the range
of variable m is [1, N − 2], corresponding to two to (N − 1)
fitting line segments. When m = N −2 and Wi = 0, there will
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TABLE I

TECHNICAL SPECIFICATIONS OF THE IMAGING SYSTEM

be (N − 1) line segments, the fitting problem changing into
linear interpolation. When m = 0, in particular, this parameter
estimation method turns out to be WLS.

V. EVALUATION

A TDI CCD imaging system is developed, based on which
a large number of image data are acquired. Using these data
sets, we build a noise model with high precision, by which
the method of parameter estimation is demonstrated and the
theoretical noise model is verified in this section.

A. Experiment System

We develop an imaging system based on a TDI CCD
sensor according to section III-A-2), which is capable of
photosensitivity in four bands, i.e., panchromatic(P), red(R),
green(G) and blue(B). The sensor requires 46 driving signals
to implement the vertical transfer and horizontal readout of the
pixels, and 6 kinds of bias voltages are needed. The vertical
line rate for P spectrum is four times as the one for R, G and B
due to their different pixels in size. The readout frequency
for P, 7.5MHz, is twice as high as the one for R, G and B.
The video processor can be fully programmable via a 3-wire
serial interface, capable of sampling up to 40MHz. The range
of its PGA is from 0dB to 36 dB, which can be set by the
serial interface. The main technical specifications of the system
are indicated in Table I and the architecture diagram of the
sensor is depicted as Fig. 3. There are eight output ports for
P spectrum, single one for each R, G and B spectrums.

The imaging experiments are set up to measure the precise
relationship between the noise level and image intensity. This
test system is constructed to implement the acquisition of
multiple uniform images based on this TDI CCD imaging
system, as shown in Fig. 4. We illuminate the sensor by
uniform light source, capable to alter the brightness with the
change of input voltage. To ensure constant-in-time(flicker-
free) illumination, measurements are taken in a darkroom
where the only source of light is an array of white LED lights
supplied by stabilized DC power [26]. The imaging system
is working under the setting parameters of the communica-
tion control system, which is in charge of the management
and monitoring of the imaging system. The image data are

Fig. 3. Architecture diagram of the TDI CCD.

Fig. 4. Test block diagram of the imaging system.

captured by the image acquisition system, which can display
and store the raw data. The power system supplies the whole
imaging system.

We take a series of photographs toward different uniform
illuminations to obtain the image data covering the whole
range of the intensity by two sets of typical parameters,
respectively. The first set of parameter(Para.1) is default, with
which the imaging system will capture photos when powered
on. It is 48 stages for P, 4 stages for R and G, 8 stages for B,
integration time 105μs and magnification 1, simplified by
48-4-4-8-105μs-1X. To further validate the proposed estima-
tion method and the theoretical model, we alter all the factors
of the first set to 96-8-8-16-210μs-2X, the second set of
parameter(Para.2). For a uniform field, the larger the data set
from which the sample variance is computed, the closer to
the real variance of the image [27]. Therefore, an image of
dimension 512 columns × 1000 rows for each band is selected
for calculation on each lighting condition. There are totally
fourteen lighting conditions in each parameter state.

The estimation of expected intensity μ̂i and STD σ̂i pairs
can be directly calculated by (8) from the sufficient samples.
So the statistical intensities of the raw image data are reported
in Table II. For the raw data with 10-bit precision, the range
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TABLE II

STATISTICAL RESULTS OF EXPECTED INTENSITY FOR EACH DATA SET

of the image intensity is [0, 1023]. All the images above are
captured according to the pixel response of P spectrum, which
are basically selected on equal interval principle by 100 DN,
and the additive sets 2 and 3 are used to determine the
noise curve in low response area precisely. The image data
for R, G and B spectrums are acquired simultaneously.

B. Parameter Estimation and Data Analysis

According to the imaging principle of TDI CCD in
section III-A-1), different column pixels output the video
signal of the uniform target by cumulative exposure. So the
uniformity along its columns is considerably more than the one
along its rows [28]. Consequently, the data sets are analyzed
by column.

Each data set corresponds to an image of dimension
512 columns × 1000 rows under one uniform illumination
for the specific band, including hundreds of points, each
representing the mean μ̂ and its variance σ̂ 2 for pixels of
one column. For P spectrum, the data set can be denoted
by x j

P , which represents a set of points of P spectrum under
the j-th illumination. Similarly, we can define x j

R, x j
G , and x j

B
for R, G, and B spectrums, respectively. We can obtain
fourteen data sets for fourteen kinds of illuminations, i.e.,
fourteen distinct clusters of points, so the range of variable j
is [1,14].

The image data sets are usually analyzed by a scatter plot, a
collection of points, each indicating image local mean versus
local STD, i.e., {μ̂i , σ̂i }N

i=1 [10]–[13], [18], [19]. We can obtain
the points with pairs (μ̂i , σ̂i ) by computing the mean as the
estimate of the intensity and the STD as that of the noise
level for each column pixels of P, R, G and B channels.
Fig. 5 describes the relationship between image intensity μ̂
and its variance σ̂ 2 in Para.1 state for the four bands. They
can be fitted by linear expression. The variance grows with
the increase of image intensity, but the speed of growth is
changing. When it comes to the saturation area, the variance
begins to decrease quickly to be zero. According to this char-
acteristic, we can divide the noise curve into three segments:
the low intensity area, high intensity area and saturation area.

From Table II and Fig. 5, we can see that the saturation
area for P is X14

P with their gray value being 1023 and

TABLE III

SSE RESULTS FOR DIFFERENT SPLIT POINTS IN PARA.1 STATE

variance being 0. There is no full saturation in R data sets, but
X14

R is significantly reducing compared with the previous data
set X13

R . So X14
R belongs to the saturation area. For G band,

there are two saturated data sets with their gray value being
1023 and variance being 0, i.e., X13

G and X14
G . Similarly

to G band, there are two data sets of full saturation in B band,
i.e., X13

B and X14
B . Besides them, X12

B is significantly reducing
to be zero. So the saturation area for B band includes X12

B ,
X13

B and X14
B .

To accurately estimate the noise model except the sat-
uration area, we exploit the PWLS approach, where the
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Fig. 5. Relationship between image intensity and its variance in Para.1 state. (a)-(d) Correspond to P, R, G and B spectrums, respectively.

split point number m is set to 1. The image data sets are
analyzed and computed by Matlab tools. The location of the
split point Xb1

P is determined in the light of the minimum

SSE, 2 ≤ b1 ≤ 12(X14
P is saturated, so the linear data

sets are X1
P − X13

P ), for P spectrum. Similarly, Xb1
R , Xb1

G and
Xb1

B stand for the split points of R, G and B spectrums,
respectively. For R, 2≤ b1 ≤ 12(X14

R is saturated); for G,
2 ≤ b1 ≤ 11(X13

G and X14
G are saturated); for B, 2 ≤ b1 ≤

10(X12
B , X13

B and X14
B are saturated). The solving process of

the minimum SSE is shown in Table III.
So it has been seen that the locations of the split point

for P, R, G and B bands are X10
P , X9

R , X9
G and X6

B . Then
the WLS is employed in each segment with the new weighted
factor designed in section IV, e.g., [X1

P , X10
P ] and [X10

P , X13
P ]

for P. To contrast the fitting effect, we also employ the
WLS and the LS methods to estimate the noise model. The
estimation results are plotted in Fig. 6.

We can see that the estimation result of WLS is close to
that of LS, and both of them have large error, especially

in low intensity, which even unreasonably appear negative
value for the estimated σ̂ in P spectrum. Instead, we replace
the negative part with the line σ̂ = 0 to make it no less
than zero.The PWLS fitting curve(red line) can pass through
more data sets than the WLS and LS, indicating that it is
more close to the actual value and a better estimation. The
approximation results of the three methods are compared
by the performance index SSE, RMSE(root of mean square
error) and R-square(coefficient of determination), presented
in Table IV.

The index R-square can measure how successful the fit
is in explaining the variation of the data. A value closer
to 1 indicates a better fit. So it can be seen that these
data sets can be fitted by a linear expression through LS.
The WLS approximates the data sets better than LS with
a bigger R-square and smaller SSE and RMSE, using the
weighted factors. The PWLS results have the smallest SSE
and RMSE among them, so the fitting accuracy is the highest.
The R-square is improved by different degrees, too. It is
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Fig. 6. Estimation curve of noise for each band in Para.1 state. (a)-(d) Correspond to P, R, G, and B spectrums. The red line, the green one and the blue
one represent the approximation results of the three fitting methods, i.e., PWLS, WLS and LS, respectively.

TABLE IV

COMPARISON OF PERFORMANCE FOR THE THREE
FITTING METHODS IN PARA.1 STATE

higher than WLS in segment1 for R, G and B bands and
both segments for P. It decreases in segment2 for the three
bands because of a certain degree of nonlinear feature in high

TABLE V

COMPARISON OF PERFORMANCE FOR THE THREE
FITTING METHODS IN PARA.2 STATE

intensity area. In spite of this, PWLS performs better than
others with the minimum fitting deviation in general, providing
higher precision.



3666 IEEE SENSORS JOURNAL, VOL. 17, NO. 12, JUNE 15, 2017

Fig. 7. Estimation curve of noise for each band in Para.2 state. (a)-(d) Correspond to P, R, G, and B spectrums. The red line, the green one and the blue
one represent the approximation results of the three fitting methods, i.e., PWLS, WLS and LS, respectively.

Then we alter the imaging parameter to Para.2 to further
validate the parameter estimation method. Employing the same
procedures of processing and calculation, we can achieve the
locations of the split point for P, R, G and B bands. Then the
WLS is employed in each segment to obtain the estimated
curve of PWLS. The estimation results in Para.2 state are
plotted in Fig. 7. The comparison of performance for the three
methods are reported in Table V.

According to Fig. 7 and Table V, we can draw a similar
conclusion. The WLS approximates the raw data sets better
than LS with a bigger R-square and smaller SSE and RMSE.
The PWLS provides a higher-accuracy noise estimation than
other methods with the minimum fitting deviation.

From Fig. 6 and Fig. 7, we can see that the noise level for
R, G and B is lower than P band in both sets of parameters,
due to the difference of the design of the pixels and their
working conditions. The multispectral photosensitive area has

bigger pixel size with larger full well voltage and its readout
frequency is lower, half of the one in P. The noise level in
Para.1 state for each band is lower than that in Para.2 state,
because the factor G AD in (20) changes to two times as
the original. Although the same change has happened to the
integration time and stages, they mainly affect the response
of the system, i.e., the image intensity. In order to obtain
a continuous noise curve, we choose two data areas with
the overlapping data set to implement the PWLS, as shown
in Table III. Once the two line segments are derived, there
will be a cross point for them because of their different
slopes. So the fitting noise curves are continuous presented
in Fig. 6 and Fig. 7.

The PWLS performs better than other approximation meth-
ods no matter which set of parameters. We can obtain a high-
precision estimation of the noise level by PWLS. Based on
the analysis and outcomes above, it can be concluded that
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TABLE VI

ESTIMATION RESULTS OF PWLS IN TWO PARAMETER STATES

the PWLS method of parameter estimation is accurate, effec-
tive and practical. Certainly, more subdivisions will further
improve the accuracy of noise estimations, but we believe the
current segmentation algorithm is sufficient. So the estimation
results of PWLS method for the noise model (21) in two
parameter states are shown in Table VI.

Therefore, we can utilize the linear expressions to describe
the function between the noise level and the pixel bright-
ness based on LS fitting. Moreover, two piecewise linear
expressions are derived with higher precision by PWLS. These
analysis results validate the theoretical noise model established
in section III-B-3), a linear model representing the relationship
between the mean intensity and its variance.

This linear noise model discussed above can accurately
estimate the noise level except the saturation area. The raw
data captured by the TDI CCD imaging system are mainly at
relatively low gray level, rather than the saturated one, which
may lead to losing the effective target information. So it can
play an important role in image preprocessing.

VI. CONCLUSION

In this paper, we have studied the noise model of a
TDI CCD imaging system. The theoretical model is analyzed
and established as a priori information. An improved method
of parameter estimation is proposed, i.e., the PWLS. Through
abundances of experiments on the developed imaging system,
an accurate noise model is derived, validating the theoretical
model and the proposed algorithm. The noise model can be
utilized in a lot of image preprocessing. The PWLS method
can provide a more accurate fitting and a better estimation.
It can be extended to other type of sensors to obtain precise
noise models and be applied to some other engineering fields,
feasible to solve other fitting problems.
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