
OPTOELECTRONICS LETTERS                                                                                                                  Vol.13 No.2, 1 March 2017 

Ship detection in optical remote sensing image based 
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In this paper, firstly, target candidate regions are extracted by combining maximum symmetric surround saliency detec-

tion algorithm with a cellular automata dynamic evolution model. Secondly, an eigenvector independent of the ship target 

size is constructed by combining the shape feature with ship histogram of oriented gradient (S-HOG) feature, and the tar-

get can be recognized by AdaBoost classifier. As demonstrated in our experiments, the proposed method with the detec-

tion accuracy of over 96% outperforms the state-of-the-art method.1 

efficiency switch and modulation. 
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Ship detection is essential for oceanic traffic monitor, 
marine rescue and military application[1]. So far, synthet-
ic aperture radar (SAR) images[2] and optical remote 
sensing images[3-8] are two main sources for ship detec-
tion.Gradually, optical remote sensing image becomes 
the chief source because of its higher resolution, wider 
coverage, lower background noise and larger quantity of 
detail information. In order to extract ship objectives 
quickly and accurately, the current popular objective 
detection includes two steps: extracting the candidate 
regions and distinguishing the real objectives from the 
false ones. 

At the stage of candidate region extraction, Ref.[4] 
proposed a method of threshold segmentation based on 
gray-level and edge information, Ref.[5] acquired candi-
date regions by segmenting the saliency map, while the 
saliency map is based on the sparse feature of multi-layer 
sparse coding for image, and Ref.[6] acquired the candi-
date regions by eliminating on-objective surroundings 
according to the analysis of sea surface. At the stage of 
objectives discrimination and confirmation, the ship ob-
jectives’ complex features and support vector machine 
(SVM) are commonly used to confirm the final detection 
targets. Ref.[4] built a 679-dimension vector including 
the features of the shape feature, the texture feature and 
other characteristics, Refs.[7] and [8] extracted the local 
binary pattern (LBP) feature, and Ref.[5] extracted the 
deformable part mode (DPM) feature. The methods men-
tioned above can produce good detection results, but the 
cost of calculation is much larger. 

Actually, neither the complexity of approach nor the 
number of features’ dimension can determine the detec-
tion effect. Ref.[9] proposes a new ship histogram of 
oriented gradient (S-HOG) descriptor, which combines 
the ship features with the traditional histogram of 
oriented gradient (HOG) features. The advantage of this 
algorithm is that it can detect the target in the unsuper-
vised condition.  However, the homogeneous filter in the 
stage of extracting candidate region and the selection and 
setting of many parameters in the target discrimination 
phase both lead to the degradation of real-time perfor-
mance and the increase of complexity.  

In this paper, we propose a novel detection method 
based on visual search mechanism and cellular automata 
evolution model. Compared with Ref.[9], the algorithm 
proposed in this paper can greatly improve the real-time 
performance and detection performance. It can not only 
extract the target region more quickly and accurately, but 
also describe the target more precisely by combining the 
S-HOG features with the shape features, and the applica-
tion of the AdaBoost classifier in the final target confir-
mation can avoid the influence of parameter setting on 
the algorithm. 

The main flow chart of the ship detection algorithm 
proposed in this paper can be described in Fig.1. Firstly, 
saliency map is acquired by the maximum symmetric 
surround method, and updated according to the local 
similarity. Secondly, saliency map is segmented by Otsu 
algorithm to obtain binary image, and then salient re-
gions are extracted from the segmented binary image and
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filtered roughly by the ship objectives’ geometric fea-
tures. Finally, feature vectors are extracted for every 
salient region from their shape features and S-HOG fea-
tures, and the detection objectives are confirmed by tho-
rough discrimination using the AdaBoost classifier. 

 

Fig.1 Flow chart of ship detection algorithm pro-
posed in this paper 

 
In this paper, the candidate regions are selected based 

on the method of visual saliency detection. At present, a 
lot of novel detection algorithms in the field of saliency 
detection still suffer from some problems, such as the 
low resolution of saliency map, the blur of target boun-
dary and the inability of highlighting the whole target. 
This paper solves the above problems by the combina-
tion of the maximum symmetric surround saliency detec-
tion method and a synchronization updating mechanism 
of cellular automata. Finally, the Otsu algorithm is ap-
plied to complete the image binarization and candidate 
target extraction, and then the first time extraction of 
candidate regions is achieved according to the geometric 
features of targets. 

Ref.[10] proposes a maximum symmetric surround 
method to calculate the saliency map which can effec-
tively solve the problem of target boundary blur. The 
specific implementation process of the algorithm con-
tains two main steps. Firstly, the Gaussian differential 
filter is applied to deal the original image. Secondly, the 
original saliency map is obtained by combining the im-
age features of color and brightness. The mentioned 
above algorithm can be described as follows. The pixel 
saliency value at position (x, y) can be expressed as 

( , ) ( , ) ( , )fS x y I x y I x y  ,                                     (1)
  

where If (x, y)
 
is the corresponding CIELAB image pixel 

vector in the Gaussian filtered version of the original 
image, and  Iμ(x, y) is the average CIELAB vector of the 
sub-image whose center pixel is at position (x, y), which 
can be given by 
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where offsets x0, y0 and area A of the sub-image are computed 
as 

 x0=min(x, w−x),                                                         (3)  

y0=min(y, h−y),                                                           (4) 

A=(2x0+1)(2y0+1),                                                      (5) 

where w and h are the width and the height of the image. 
The method applied above can fast and effectively ex-

tract the saliency map with clear target boundary, but it 
still can not highlight the while salient targets. So we 
solve the highlighting problem by applying a synchroni-
zation updating mechanism based on cellular automa-
ta[11]. 

Before updating the initial saliency map, the original 
image is segmented into N small super-pixels by the 
simple linear iterative clustering (SILC) algorithm[12]. 
Each super-pixel is described by using the mean of color 
features and coordinates of pixels in its corresponding 
region. The newly defined neighbors of a super-pixel 
include not only the adjacent super-pixels, but also the 
super-pixels sharing common boundaries with its adja-
cent super-pixels. The cellular automata use each super-
pixel as a cell, and the saliency map is updated according 
to the image’s local similarity. The goal of the updating 
mechanism is set the salience value of the similar region 
in the image to be the same. 

The specific expression of the updating process is de-
scribed as 

St+1=C*·St + (I−C*)·F*·St,                                           (6) 
where St

 is the saliency map at time t, specially, S0
 is the 

original saliency map, I is the identity matrix, F* is the 
impact matrix, and C* is the coherence matrix which can 
be applied to weight the cell’s influence on itself updat-
ing process. The matrix’s element is built as  
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where ci=1/max(fij) with i, j=1,…, N, [b, a+b]
 
is the con-

fidence interval, and a and b are empirically set to be 0.6 
and 0.2, respectively. 

The row-normalized impact factor matrix F* men-
tioned above can be applied to weight the neighbor’s 
influence on one cell’s updating process. For one cell, it 
has a greater influence on the cells with similar color 
features. F* is built as 

F*= D-1 ·F,                                                                  (8) 
where F* is the impact factor matrix before normaliza-
tion, and D=diag{d1, d2, …, dN}

 
is the specific matrix to 

normalize the original impact factor matrix. The element 
of matrix  F* can be described as 
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where NB(i) is the newly defined neighbor cells, ||ci , cj|| is the L2 norm (i.e., Euclidean distance in CIELAB), and 
for measuring the similarity between super-pixels, σ3 is a 
parameter to control the similarity between neighbor 
cells which is set to be 0.1 in this paper. 

Fig.2 shows the original saliency map and the final sa-
liency may. As shown in Fig.2, after updating, the sa-
liency map can better highlight the whole salient object
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and at the same time guarantee a clear object boundary, 
which is very suitable for ship segmentation. 

The final saliency map needs to be further segmented 
to obtain candidate regions of the ship targets. Detailed, 
firstly, due to the difference of saliency value between 
different images’ saliency maps, this paper uses Otsu 
algorithm to obtain the threshold of saliency map and 
complete the final saliency map binary. Then, by com-
bining with the geometric features of the ship targets, the 
candidate regions is extracted. 

 

Fig.2 Comparison of saliency map updating 
 
The detailed geometric features include the area, pe-

rimeter of the target and the length and width of the min-
imum enclosing rectangle, etc. According to the area, 
length and width of the ship target to be detected, the 
specific geometric dimensions of the valid candidate area 
are set as follows: area (40—2 500), long (20—200) and 
width (10—20). 

The candidate regions need the further confirmation 
by more accurate features to remove false alarms and 
obtain more accurate detection results. 

In this paper, the ship is described by the combination 
of shape features and S-HOG features. A 27-dimensional 
eigenvector is constructed, and the target is finally iden-
tified and confirmed by the trained AdaBoost classifier. 

Feature extraction is the key of target detection, and 
the result of feature extraction directly influences the 
consequent detection process. The shape feature and S-
HOG feature in this paper not only can effectively dis-
tinguish the ship target from the non-ship target, such as 
ocean waves, clouds and islands, but also are insensitive 
to the change of ship target size and strong robustness, 
which are conductive to the subsequent classification and 
confirmation. 

The shape of ship is generally described as long strip 
with clear and regular contour features. In this paper, the 
shape feature is described using three features of length-
width ratio, compactness and orthogonal-similarity. The 
length-width ratio can expressed as 

lw

l
R

w
 ,                                                        (10)

 
where l and w are the length and the width of circum-
scribe rectangle. The compactness is defined to describe 
the degree of circular similarity, which is expressed as  

2
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A
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where A is the area of the candidate region, and P is the 
perimeter of the candidate region. And rectangle similar-
ity is expressed as 

rc

A
R

S
 ,                                                 (12) 

where S is the area of circumscribe rectangle. 
The features mentioned above are insensitive to the 

size of targets, and these three features have been proved 
that they can be used to describe targets accurately, are 
easy to be achieved and have been widely applied in 
real-time engineering application. 

In optical remote sensing images, the long bar-type 
shape of ship can be described as the feature that gra-
dients of the two ship sides are symmetrical and general-
ly have high magnitudes in their perpendicular directions. 

Ref.[9] proposes a new ship S-HOG descriptor by 
combining the ship features with the traditional HOG 
features. S-HOG feature makes an improvement than 
traditional HOG feature by combining of the inherent 
feature of ship. 

S-HOG feature divides the gradient orientations into 
eight specific gradient bins of 1D—8D, and divides the 
candidate regions into three blocks of B1—B3. As 
shown in Fig.3(a), the eight specific gradient bins have 
the same space angle. As shown in Fig.3 (b), block B1 is 
the whole candidate region, block B2 is the first half, 
block B3 is the second half, and these three blocks can 
thoroughly describe the long bar-type shape. 

        

Fig.3 S-HOG feature description: (a) gradient direc-
tion interval and (b) the statistical area blocks 

 
As shown in Fig.4(a), for the situation with ship tar-

gets, their S-HOG features of bins 1D and 5D are proved 
to be with high statistical quantities compared with oth-
ers in all blocks. While as shown in Fig.4(a), for the situ-
ation without ship targets (with non-ship targets), the 
eight bins’ statistical quantities do not exist the above 
appearance, which agree with the analysis of S-HOG 
theory.  

After feature extraction, AdaBoost classifier[13] is used 
to execute the final identification of the candidate targets. 
AdaBoost is an iterative algorithm, whose core idea is to 
train different weak classifiers or basic classifiers for the 
same training data, and then combine these weak classifiers 
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into a strong classifier. AdaBoost classifier is easy to be 
achieved and can avoid over-fitting, while still has high 
classification accuracy[14,15]. 

 

Fig.4 S-HOG feature comparison of positive and neg-
ative samples: (a) positive sample and its corres-
ponding S-HOG features for three blocks; (b) nega-
tive sample and its corresponding S-HOG features 
for three blocks 

 
In this paper, an image database is built with 261 re-

mote sensing images at 2 m resolution from the Google 
Earth database. The size of these images ranges from 
2 000 pixel×2 000 pixel to 8 000 pixel×8 000 pixel. These 
261 images are divided into two groups, which are the 
AdaBoost classifier training group containing 232 im-
ages and final detection experiment group containing 29 
images. 

For the AdaBoost classifier training, 407 positive 
samples and 514 negative samples are intercepted from 
the 232 images of the AdaBoost classifier training group. 
The 407 positive samples includes different types of ship 
target, and the size of positive samples ranges from 
20 pixel×10 pixel to 200 pixel×120 pixel. The 514 nega-
tive samples includes the non-ship targets, such as clouds, 
islands, coast line, ocean waves and sea floating objects, 

and these size also ranges from 20 pixel×10 pixel to 
200 pixel×120 pixel. 

For final detection experiment, 52 sub-images are inter-
cepted from the 29 images of the final detection experimental 
group with a uniform size of 1 024 pixel×1 024 pixel. 
These sub-images contain 238 ship targets with different 
size and types, and their background includes a variety 
of complex sea background, such as quiet sea, complex 
sea surface with ocean waves, and the sea with many 
islands.  

As shown in Fig.5, the algorithm proposed in this pa-
per can accurately detect the ship targets in all kinds of 
complex sea background. Specially, as shown in the first 
column of Fig.5, when there are many islands that are 
similar to the ship target, the algorithm can also distin-
guish the real ship targets from the false targets accurate-
ly. 

 

Fig.5 Ship detection results: (a) Original image; (b) 
Saliency map; (c) Image segmentation with Otsu al-
gorithm;  (d) Detection result 

 
In addition, in order to verify the effectiveness of the 

proposed algorithm, compared with the method in Ref.[9] 
and the method with S-HOG and AdaBoost (only the S-
HOG feature training AdaBoost classifier), the recall 
ratio and detection precision are used as the evaluation 
indices. The recall and precision can be expressed as 

DS
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N
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N
 ,                                              (13) 
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N N
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where NTS is the total number of real ships, NDS is the 
number of real detected ships, and NDF is the number of 
falsely detected ships. The detection results of these 
three methods are shown in Tab.1 

 
Tab.1 Comparison of detection results of three algo-
rithms 

 
In this paper, we propose a new method for ship detec-

tion in optical remote sensing images. The method is 
simple, robust, and is able to achieve rapid and efficient 
ship detection in optical remote sensing image. At the 
stage of extracting candidate regions, the improved sa-
liency map detection method can effectively highlight 
the whole salient object, and at the same time, ensure a 
clear object boundary, which is very suitable for ship 
segmentation. The 27-dimension eigenvector, including 
both shape feature and S-HOG feature, is insensitive to 
the size change of targets and the disturbance of ocean 
waves. The trained AdaBoost classifier can precisely 
distinguish the real-ship targets from false targets. Expe-
rimental results show that the algorithm proposed in this 
paper can meet the real-time and accuracy requirements 
of ship detection applications. 
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Method NDS NDF Recall (%) Precision 

(%) 

Our method  230 8 96.6 96.6 

S-HOG + 

AdaBoost 

220 24 92.4 90.2 

Method in 

Ref.[9] 

205 37 86.1 84.7 


