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a b s t r a c t

Several different integration times are always set for a wide dynamic linear and continuous variable inte-
gration time infrared radiometry system, therefore, traditional calibration-based non-uniformity correc-
tion (NUC) are usually conducted one by one, and furthermore, several calibration sources required,
consequently makes calibration and process of NUC time-consuming. In this paper, the difference of
NUC coefficients between different integration times have been discussed, and then a novel NUC method
called high-efficiency NUC, which combines the traditional calibration-based non-uniformity correction,
has been proposed. It obtains the correction coefficients of all integration times in whole linear dynamic
rangesonly by recording three different images of a standard blackbody. Firstly, mathematical procedure
of the proposed non-uniformity correction method is validated and then its performance is demonstrated
by a 400 mm diameter ground-based infrared radiometry system. Experimental results show that the
mean value of Normalized Root Mean Square (NRMS) is reduced from 3.78% to 0.24% by the proposed
method. In addition, the results at 4 ms and 70 �C prove that this method has a higher accuracy compared
with traditional calibration-based NUC. In the meantime, at other integration time and temperature there
is still a good correction effect. Moreover, it greatly reduces the number of correction time and temper-
ature sampling point, and is characterized by good real-time performance and suitable for field
measurement.

� 2017 Published by Elsevier B.V.
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Fig. 1. Schematics diagram of radiometric calibration based on an extended
standard blackbody.
1. Introduction

Currently, ground-based infrared imaging systems are widely
used to measure radiometric characteristics of military and scien-
tific objects. In infrared radiometry systems, the infrared focal
plane array (IRFPA) is one of the most important components.
However, restricted by the level of immature manufacturing crafts,
the infrared focal plane array is still troubled with a phenomenon
of non-uniformity [1–3]. Non-uniformity is attributable to the dif-
ferent photo response of each pixel when they receive the same
infrared radiation. Consequently, the existence of non-uniformity
would degrade radiometry precision and imaging quality seriously
[4]. Hence, non-uniformity correction (NUC) is an essential part of
the metrology and calibration of infrared radiometric systems
[5,6]. For an infrared radiometry system, the cause of non-
uniformity primarily comes from two aspects: (1) one is the
detector itself [7]; (2) the other is the optical system including
the radiation emitted by lens, lens alignment, vignetting effect
and so on. Especially, the latter is sensitive to fluctuation of ambi-
ent temperature [8]. Therefore, NUC is reconsidered to conduct
periodically [9]. To compensate and remedy the non-uniformity,
various methods have been proposed. In general, two main kinds
of NUC methods have been developed, namely the scene-based
NUC method and the calibration-based NUC method [10,11]. As
the most effective and reliable method, the calibration-based
NUC method employs a standard reference as the calibration
source to calculate the correction parameters [12]. The benefits
of this method lie in its simplicity and low computational complex-
ity. The trouble of this method is that the non-uniformity is not
stationary and slowly drifts with time, therefore a periodic update
of NUC is required [13,14]. Compared with the calibration-based
NUC method, the scene-based NUC method only relies on the
information of the imaging scene, reducing the operation complex-
ity and imaging interruption [15,16]. Unfortunately, most of them
still suffer from artificial ghosting, computational complexity and
image blurring [17,18].

So far, with the rapid progress of technology, a variety of super-
sonic missiles and aircrafts emerge. If targets with such character-
istics are observed and tracked, an infrared radiometry system
with Wide Dynamic Range (WDR) and Continuous Variable Inte-
gration Time (CVIT) would be required to get more information
of the target [19]. As a consequence, it is of significance and pro-
spect for an infrared system supported with WDR and CVIT
[7,20]. Considering the good performance of cooled IRFPAs, most
of ground-based infrared radiometry systems are usually charac-
teristic of a wide linear dynamic range. The so-called wide linear
dynamic range refers to that infrared radiometric systems can
effectively accommodate from small to large scale radiance with
a linear response. In outfield, the infrared radiometry systems gen-
erally image and measure targets at low or high temperatures by
switching integration time. Due to the high accuracy of military
radiometry and observation, the calibration-based NUC method
would have been employed for ground-based infrared radiometry
systems [21]. According to the modulation of different parameters,
the calibration-based NUC method is generally classified as the
blackbody-based non-uniformity correction (BBNUC) method and
the integration-based non-uniformity correction (IBNUC) method
[22]. For BBNUC method, the coefficients of BBNUC need to be
recalculated one by one at each integration time. As for IBNUC
method, it is valid only if the temperature of target consistent with
the standard reference utilized in NUC [23]. Obviously, that is so
harsh and flexible-less which makes them limitative in complex
outfield. Considering that, a high-efficiency NUC method has been
put forward in this paper.

In the following, the calibration considering integration time
was adopted for the wide dynamic system and two calibration-
based NUC methods – BBNUC and IBNUC – respectively applicable
for WDR and CVIT infrared radiometry systems were analyzed in
Section 2. After that, a novel solution based on calibration-based
NUC method called high-efficiency NUC method specialized for
the WDR and CVIT infrared radiometric system was proposed in
Section 3. In Section 4, the experiments on calibration and NUC
were carried out based on a diameter of 400 mm ground-based
infrared radiometry system. It was concluded in Section 5 that
our method yields high accuracy for a WDR and CVIT infrared
radiometry system. Besides, it has better performance in efficiency
and time consumption and provides users with a feasible NUC
method in outfield.
2. Model of radiometric calibration and calibration-based NUC
theory

2.1. Calibration considering the integration time

The cooled infrared pixels are operated with fine linear input-
output characteristics in many realistic applications. In this paper,
radiometric calibration formulas considering the integration time
are adopted. Multiple integration times are usually introduced
for WDR systems. The output gray value Ii;jðt; TBbÞ is given by the
approximate linear relation [24]:

Ii;jðt; TBbÞ ¼ t � ðRi:j � LðTBbÞ þ IðstrayÞi;j Þ þ IðdarkÞi;j ; ð1Þ

where Ii;jðt; TBbÞ is the gray value of the ði; jÞth pixel in the array, t is
the integration time in units of milliseconds, TBb is the temperature
of blackbody, LðTBbÞ is the radiance of an ideal blackbody. Ri;j is the

normalized radiation flux response, IðstrayÞi;j is the offset caused by
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ambient temperature and IðdarkÞi;j is the offset caused by internal fac-
tors [25].

In the Eq. (1), it illustrates the linear relationship between the
output of gray value and the integration time, the radiance of the
target. To calibrate an infrared radiometry system, the near extend
homogeneous source method is usually employed at preselected
integration time. An extended standard blackbody is placed near
the entrance pupil of an infrared system. This method yields high
calibration accuracy because the atmospheric effects such as
absorption and scattering can be ignored. The schematics diagram
of calibration is illustrated in Fig. 1 [26].

2.2. The blackbody-based NUC method for wide dynamic range
infrared radiometry systems

The blackbody-based non-uniformity correction (BBNUC) is one
of the most simple and effective NUC methods for infrared radiom-
etry systems, which obtains different temperatures of reference
source with a fixed integration time. To be specific, an average of
20 frames generally is collected to reduce the effect of stochastic
noise. Supposing that the integration time is t0, the temperatures
of blackbody are set Tl and Th, respectively. According to Eq. (1)
[27]:

Ii;jðt0; TlÞ ¼ t0 � Ri;j � LðTlÞ þ t0 � IðstrayÞi;j þ IðdarkÞi;j

Ii;jðt0; ThÞ ¼ t0 � Ri;j � LðThÞ þ t0 � IðstrayÞi;j þ IðdarkÞi;j

8<
: : ð2Þ

Assuming that the number of pixels is M�N, so the average gray
value Iðt0; TlÞ,Iðt0; ThÞ at low temperature Tl and high temperature
Th could be separately calculated by:

Iðt0; TlÞ ¼
PM

i¼1

PN

j¼1
Ii;jðt0 ;TlÞ

M�N

Iðt0; ThÞ ¼
PM

i¼1

PN

j¼1
Ii;jðt0 ;ThÞ

M�N

8><
>:

: ð3Þ

The coefficients KðbbÞ
i;j ðt0; TÞ and BðbbÞ

i;j ðt0; TÞ based on BBNUC
method can be expressed as:

KðbbÞ
i;j ðt0; TÞ ¼ Iðt0 ;ThÞ�Iðt0 ;TlÞ

Ii;jðt0 ;ThÞ�Ii;jðt0 ;TlÞ

BðbbÞ
i;j ðt0; TÞ ¼ Iðt0; ThÞ � KðbbÞ

i;j ðt0; TÞ � Ii;jðt0; ThÞ

8<
: : ð4Þ

Now suppose that the blackbody’s temperature is still T and
then turn the integration time from t0 to t. That is to say we correct
Ii;jðt; TÞ at any integration time and temperature by Eq. (4). The cor-

rected output response IðcÞi;j ðt; TÞ by BBNUC method could be
described as follows:

IðcÞi;j ðt; TÞ ¼ KðbbÞ
i;j ðt0; TÞ � Ii;jðt; TÞ þ BðbbÞ

i;j ðt0; TÞ

¼ t � Ri;j � LðTÞ þ ðt� t0Þ � R
Ri;j

� IðstrayÞi;j þ t0 � IðstrayÞ þ IðdarkÞ ð5Þ

where R is the average flux response for all pixels of the detector at

the corresponding temperature and integration time, IðstrayÞ is the
average gray value of entire detector introduced by the external

environment, IðdarkÞ is the average gray value produced by internal
factors of the detector.

The corrected error DIðt; TÞ is defined as follows:

DIðt; TÞ ¼ IðcÞi;j ðt; TÞ � Iðt; TÞ ¼ ðt� t0Þ � R � ðLðstrayÞi;j � LðstrayÞÞ: ð6Þ

where Iðt; TÞ is the average gray value of detector at the integration

time t and the temperature T. LðstrayÞi;j is the radiance of stray radia-

tion corresponding to pixel ði; jÞ. LðstrayÞ is the average radiance emit-
ted by the external ambient. For the BBNUC method, ignoring the
effect of nonlinearity and stochastic noise, we get IðcÞi;j ðt; TÞ ¼ Iðt; TÞ,
which means that the correction error of BBNUC is zero in theory
[28]. However, considering the factors such as alignment of lens,
cold reflection and stray radiation, it can hardly guarantee the cor-
rected error DIðt; TÞ ¼ 0, especially when regarding a large-diameter
infrared radiometry system. The NUC for random integration time
couldn’t be replaced by the coefficients of BBNUC at a fixed integra-
tion time, which suffers from such errors. That is why we have to
correct one by one at all integration times. The annoyance is exces-
sive time for NUC and frequent interruption tasks, which is clearly
intolerable during the process of mission.

2.3. The integration-based NUC method for wide dynamic range
infrared radiometry systems

The integration-based non-uniformity correction (IBNUC)
method, as one of calibration-based NUC methods, mainly adopts
two integration times (ts and tl, ts < tl) and a fixed temperature
to conduct NUC. This method is suitable for situations that the
source’s temperature remains constant or changes slightly.The
coefficients of IBNUC method can be calculated similar to BBNUC
method. Assuming that temperature of the radiant source is T0.

The coefficients KðintÞ
i;j ðt0; TÞ and BðintÞ

i;j ðt0; TÞ based on IBNUC method
can be given as follows:

KðintÞ
i;j ðt;T0Þ ¼ Iðtl ;T0Þ�Iðts ;T0Þ

Ii;jðtl ;T0Þ�Ii;jðts ;T0Þ

BðintÞ
i;j ðt; T0Þ ¼ Iðtl; T0Þ � KðintÞ

i;j � ðt; T0Þ � Ii;jðtl; T0Þ

8>><
>>:

: ð7Þ

where the average gray value Iðtl; T0Þ and Iðts; T0Þ are respectively
obtain at long integration time tl and short integration time ts.

When the temperature is set as T, the integration time is given
as t, the output gray value of pixel can be expressed as Eq. (1). Sim-
ilarly, if the parameters acquired at T0 are still employed, the cor-

rected output response IðcÞi;j ðt; TÞ can be expressed as follows:

IðcÞi;j ðt;TÞ ¼ KðintÞ
i;j � ðt; T0Þ � Ii;jðt; TÞ þ BðintÞ

i;j ðt; T0Þ

¼ t � R�LðT0ÞþIðstrayÞ

Ri;j �LðT0ÞþIðstrayÞ
i;j

� ½Ri;j � LðTÞ þ IðstrayÞi;j � þ IðdarkÞ:
ð8Þ

The correction error DIðt; TÞ is defined as follows:

DIðt; TÞ ¼ IðcÞi;j ðt; TÞ � Iðt;TÞ

¼ t � ðR�I
ðstrayÞ
i;j

�Ri:j �IðstrayÞ

Ri;j �LðT0ÞþIðstrayÞ
i;j

Þ � ðLðT0Þ � LðTÞÞ:
ð9Þ

where LðT0Þ is the radiance at temperature T0, LðTÞ is the radiance of
an ideal blackbody at temperature T.

In the same way, if we don’t consider the factor of nonlinearity

and stochastic noise, there would be IðcÞi;j ðt; TÞ ¼ Iðt; TÞ. But the scene
usually changes (LðTÞ–LðT0Þ), the uniformity will deteriorate. It’s
denominated that the IBNUC method is also not suitable for a wide
dynamic range infrared radiometry system.

3. High-efficiency non-uniformity correction

In practice, the output gray value should be neither too low nor
too high when operating radiometry. Because low gray value leads
to poor noise-to-signal ratio, while a saturated gray value makes
radiometry invalid. It’s usually between 30% and 70% in linear
region of infrared detectors. That makes many problems brief
and convenient especially for NUC and radiometry. At present,
we emphasize that although BBNUC method is simple and accu-
rate, it’s required to correct one by one at all integration times dur-
ing one mission, which suffers from the consequence of huge



Fig. 2. Setup of U400 mm infrared radiometry system and 20 � 20 in. extended
area blackbody for radiometric calibration and NUC.
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workload and time-consuming; for IBNUC method, the condition
that a minimal disparity of temperature between the target and
the reference is required, thus it can hardly adjust to the complex
outfield apparently.

Combining the advantages of the two calibration-based NUC
methods described above, an efficient and real-time solution
method called high-efficiency NUC has been put forward for a
WDR and CVIT system. In this method it simply requires three dif-
ferent images, two different temperatures Tl and Th, two integra-
tion times ts and tl included in these images. The specific
procedure is as follows:

� Set the integration time ts and the temperature of blackbody Tl

separately, take image I1ðts; TlÞ.
� Remain the blackbody’s temperature constant; turn the integra-
tion from ts to tl, gain image I2ðtl; TlÞ.

� The integration time constant and transfer the temperature
from Tl to Th, obtain image I3ðtl; ThÞ.

According to the images I1ðts; TlÞ, I2ðtl; TlÞ and I3ðtl; ThÞ, the coef-

ficients KðintÞ
i;j ðt; TlÞ, BðintÞ

i;j ðt;TlÞ, KðbbÞ
i;j ðtl; TÞ and BðbbÞ

i;j ðtl; TÞ could be
inferred. Based on the explanations above, the parameters of
high-efficiency NUC can be described as follows.

The corrected output IðcÞðtl; TÞ by BBNUC method,

IðcÞðtl; TÞ ¼ KðbbÞ
i;j ðtl; TÞ � Ii;jðtl; TÞ þ BðbbÞ

i;j ðtl; TÞ
¼ KðbbÞ

i;j ðtl; TÞ � ðtl � Ri;j � LðTÞ þ tl � IðstrayÞi;j þ IðdarkÞi;j Þ
þ BðbbÞ

i;j ðtl; TÞ: ð10Þ

For the whole detector, the calibration equation should be
satisfied:

Iðtl; TÞ ¼ tl � R � LðTÞ þ tl � IðstrayÞ þ IðdarkÞ: ð11Þ

By Eqs. (10) and (11):

tl � IðstrayÞ þ IðdarkÞ ¼ KðbbÞ
i;j ðtl; TÞ � ½tl � IðstrayÞi;j þ IðdarkÞi;j � þ BðbbÞ

i;j ðtl; TÞ: ð12Þ

On the other hand, IðcÞðtl; TÞ by IBNUC method:

IðcÞðt; TlÞ ¼ KðintÞ
i;j ðt; TlÞ � Iðt; TlÞ þ BðintÞ

i;j ðt; TlÞ: ð13Þ
Similarly, for the entire detectors, for random integration time t,

it should satisfy:

Iðt; TlÞ ¼ t � ðRi;j � LðTlÞ � IðstrayÞi;j Þ þ IðdarkÞ: ð14Þ

From Eqs. (13) and (14):

IðdarkÞ ¼ KðintÞ
i;j ðt;TlÞ � IðdarkÞi;j þ BðintÞ

i;j ðt; TlÞ: ð15Þ
For random integration time t, temperature Tl, the result by

BBNUC method can be expressed as:

IðcÞðt;TlÞ ¼ KðbbÞ
i;j ðt;TlÞ � Ii;jðt;TlÞ þ BðbbÞ

i;j ðt;TlÞ
¼ KðbbÞ

i;j ðt;TlÞ � ½t � Ri;j � LðTlÞ þ t � IðstrayÞi;j þ IðdarkÞi;j �
þ BðbbÞ

i;j ðt;T lÞ: ð16Þ

Iðt;TlÞ ¼ t � R � LðTlÞ þ t � IðstrayÞ þ IðdarkÞ ð17Þ
For BBNUC, the temperature could be adjustable, but there are

the same coefficients of NUC:

BðbbÞ
i;j ðt;T lÞ ¼ BðbbÞ

i;j ðt;TÞ ð18Þ
From Eqs. (16)(18):

t � IðstrayÞ þ IðdarkÞ ¼ KðbbÞ
i;j ðt;TlÞ � ½t � IðstrayÞi;j þ IðdarkÞi;j � þ Bi;jðt;TÞ: ð19Þ

In short:

IðstrayÞ ¼ Ki;jðt; TÞ � IðstrayÞi;j ðt; TÞ þ BðbbÞ
i;j

ðtl ;TÞ�Bi;jðt;TÞ
th�t

IðdarkÞ ¼ KðintÞ
i;j ðt;TlÞ � IðdarkÞi;j þ BðintÞ

i;j ðt;TlÞ

8><
>:

: ð20Þ

Bi;jðt; TÞ ¼ tl � t
tl

� BðintÞ
i;j ðt; TlÞ þ t

tl
� BðbbÞ

i;j ðtl; TÞ: ð21Þ

At last, we get the parameter:

Ki;jðt; TÞ ¼ KðbbÞ
i;j ðtl; TÞ

Bi;jðt; TÞ ¼ tl�t
tl

� BðintÞ
i;j ðt;TlÞ þ t

tl
� BðbbÞ

i;j ðtl; TÞ

8<
: ð22Þ

The NUC coefficients of random integration time can be
obtained effectively from Eq. (22). From the equations above, we
can see that the high-efficiency method simply requires three dif-
ferent images involving two different temperatures and two differ-
ent integration time points. For a system with WDR and CVIT, the
high-efficiency method save the required time and cut down the
cost, while the traditional NUC always interrupts the assignment
to conduct the NUC.

4. Experimental results

4.1. Experimental setup

To verify the model of calibration considering integration time
and high-efficiency NUC method described above, the experiments
were performed on a mid-wave infrared (MWIR) system having a
large-scale infrared focal plane array (320 � 256 pixels). The sys-
tem has a diameter of 400 mm and a focal length of 800 mm.
The infrared focal plane array operates in 0.8–2.5 lm waveband,
with a 14-bit digital output. The size of pixel is 30 lm � 30 lm.

The SR800 extended area blackbody manufactured by CI sys-
tems is adopted to calibrate the MWIR system. The blackbody
has a 20 � 20 in. (500 � 500 mm) size and exhibits high emissivity
(0.97 in 3–5 lm waveband). The temperature accuracy is 0.1 �C
over an operating temperature range of 5–150 �C. The experimen-
tal set-up used for radiometric calibration and measurement is
shown in Fig. 2.

4.2. Verification of linear response

To verify the relationship between the output gray value
and the radiance as well as the integration time, experiment of



Fig. 3. (a) Relationship between system output and radiance at a fixed integration time 3.5 ms. (b) Relationship between system output and integration time at a fixed
temperature 40 �C.

Fig. 4. Raw output signal of an extended area blackbody. The raw image manifests
different photo responses of pixels.

Fig. 5. Result of blackbody-based NUC. Relationship between NU and temperature T
at different integration times referring to 2.5 ms, 4 ms and 5.5 ms.
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calibration was conducted on the infrared system. The ambient
temperature was about 15 �C, while the atmospheric pressure
was 985.5 hPa and the relative humidity was 58.9%. In Fig. 3 (a),
the integration time of 3.5 ms was set and the temperature rose
from 40 �C to 75 �C with 5 �C as a step. We can see the gray value
was linear to the radiance in Fig. 3(a). At the same time, the tem-
perature of blackbody was fixed at 60 �Cand the integration time
was changed from 0.8 ms to 5.5 ms. The relationship between
the gray value and the integration time showed a good linear rela-
tionship as illustrated in Fig. 3(b). Both of experimental results
above proved the effectiveness of the model of wide dynamic cal-
ibration considering integration time.
Fig. 6. Result of integration-based NUC. Relationship between NU and integration
time at different temperatures referring to 30 �C, 50 �C, 70 �C, 90 �Cand 110 �C.
4.3. Results of non-uniformity correction

For an infrared radiometry system, there is serious non-
uniformity in raw image as shown in Fig. 4. Generally, the phe-
nomenon of non-uniformity is characterized by stripes emerged
and response inconsistent. To remove these effects, NUC is
required to conduct. In most cases, the performance of the NUC
algorithm is usually quantitatively evaluated a metric that is com-
monly used in assessing the fixed-pattern noise in infrared image.
The metric is the Non-Uniformity parameter NU. It is adopted to
assess the images of a uniformity background. The parameter NU
is defined below [29,30]:
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NU ¼ 1
I
�
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: ; ð23Þ

where I is the average gray value of all pixels, but not including bad
pixels, Ii;j is the gray value of ði; jÞth pixel in the array, d is the num-
ber of bad pixels. M�N is the number of pixels in infrared focal
plane array.

In order to verify the feasibility and validity of high-efficiency
NUC method, a series of experiments were done in the outfield.
The integration times 2.5 ms, 4 ms, 5.5 ms and the temperatures
30 �C, 50 �C, 70 �C, 90 �C, 110 �C were picked out as the sampling
points. Then the raw data was processed by the following methods,
namely BBNUC, IBNUC and the proposed high-efficiency NUC,
which are illustrated as follows:

(1) For BBNUC method, two different temperatures (60 �Cand
70 �C) and a integration time (4 ms) were chosen to calculate
NUC coefficients. After the raw images corrected by BBNUC,
the average of NU at different integration times was 0.68%.
Since the coefficients of BBNUC were obtained at 4 ms, it
was provided with high accuracy approximate 0.14% at
4 ms. However, if the same parameters were still applied
to other integration times, it would lead to poor accuracy
Fig. 7. (a) NU results of BBNUC and high-efficiency NUC at 4 ms.

Fig. 8. (a) NU results of IBNUC and high-efficiency NUC at 70 �C.
(0.77% at 2.5 ms and 1.13% at 5.5 ms). The results were
shown in Fig. 5. The results indicated that the coefficients
of BBNUC acquired at a fixed time are not suitable to operate
at other integration times. In other words, the BBNUC
method was limited to variable integration time.

(2) For IBNUC method, one temperature (70 �C) and two differ-
ent integration times (2.5 ms and 4 ms) were chosen to cal-
culate NUC coefficients. After the raw image processed by
IBNUC, the average NU was 0.52% at all sampling tempera-
tures. From Fig. 6, we can see that due to the coefficients
of IBNUC achieved at 70 �C, a high accurate output was
gained at 70 �C about 0.15%. But at other temperature points,
the results of NU were deteriorated rapidly (0.68% at 30 �C,
0.56 at 50 �C, 0.5% at 90 �C, 0.59% at 110 �C). Thus, the coef-
ficients of IBNUC obtained at a given temperature point
could only be applied to the given temperature. Above all,
the IBNUC method was not fit for a WDR and CVIT system.

(3) At the same time, to verify that the high-efficiency NUC
method proposed in this paper was no longer restricted to
the integration time. The comparisons were conducted
between our method and BBNUC method in different inte-
gration times. As shown in Fig. 7(a), the two methods have
similar accuracy under an integration time of 4 ms (average
(b) NU results of BBNUC and high-efficiency NUC at 2.5 ms.

(b) NU results of IBNUC and high-efficiency NUC at 110 �C.
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NU of BBNUC was 0.14% and average NU of our high-
efficiency NUC was 0.23%). However, effects of the proposed
method were better than IBNUC at other integration time
such as 2.5 ms (average NU of BBNUC was 0.77% and average
NU of high-efficiency NUC was 0.21%), the results were
shown clearly in Fig. 7(b). In a word, the effects of high-
efficiency NUC showed good stability compared with
BBNUC.
Fig. 9. NUC results of the high-efficiency N

Table 1
The data of NUC experiment.

t/ms T/�C Raw
NU/%

BBNUC
NU/%

IBNUC
NU/%

High-efficiency
NU/%

2.5 30 3.22 0.99 0.92 0.28
50 3.42 0.84 0.82 0.21
70 3.58 0.74 0.24 0.25
90 3.76 0.68 0.56 0.16
110 3.99 0.60 0.48 0.18

4 30 3.42 0.18 0.65 0.24
50 3.71 0.16 0.56 0.26
70 3.80 0 0 0.22
90 3.95 0.18 0.60 0.24
110 4.14 0.19 0.57 0.21

5.5 30 3.62 1.16 0.45 0.27
50 3.81 1.15 0.30 0.26
70 3.98 1.12 0.22 0.25
90 4.06 1.12 0.32 0.27
110 4.25 1.10 0.73 0.25

Average value/% 3.78 0.68 0.49 0.24
Considering the factor of temperature, results of our method
and IBNUC method were compared at different temperatures as
shown in Fig. 8(a) and (b). As we expect, the accuracy was high
at 70 �C with the both methods (average NU of IBNUC was 0.15%
and average NU of high-efficiency NUC was 0.24%). However, at
110 �C, our method provided a much better result comparing to
IBNUC (average NU of IBNUC was 0.60% and average NU of high-
efficiency NUC was 0.21%). Similarly, we conducted series of exper-
iments at other temperatures (30 �C, 50 �Cand 90 �C), the results
confirmed that our method also surpassed the IBNUC. The non-
uniformity correction results of various methods were given in
Table 1.

To verify the feasibility of the high-efficiency NUC, the raw
images of a scene were obtained at different integration times.
The correction coefficients of BBNUC were obtained at 4 ms and
applied to a 4 ms scene and a 2.5 ms scene respectively, which
were demonstrated in Fig. 9(a) and (b). From the scenes after cor-
rection, we can see that changing the integration time would make
the NUC results degenerate, which was manifested as the obvious
stripe. Fig. 9(a) and (b) are the scenes corrected by the proposed
high-efficiency NUC method. We can see that with the integration
time switching, the proposed NUC method shows better perfor-
mance comparing with BBNUC. To sum up, the proposed NUC
method in this paper takes both temperature and integration time
into account, it’s valid for any temperature and random integration
time theoretically in the linear region. Hence, the high-efficiency
NUC method is suitable for a WDR and CVIT infrared radiometry
system.
UC and BBNUC for an outfield scene.
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5. Conclusion

In summary, we have introduced an effective and time-saving
NUC method called high-efficiency NUC. This method derives from
the calibration-based non-uniformity correction and takes the fac-
tors of integration time and temperature into account in linear
region. The greatest advantage of the proposed method is that it
obtains the coefficients of NUC for an infrared radiometry system
with WDR and CVIT by only three different images. The limitations
of traditional methods have been analyzed and the proposed
method has been deduced, then experimental verification has been
described. Compared with BBNUC, high-efficiency NUC breaks
through the constraint of integration time. Meanwhile, compared
to the IBNUC, the results of high-efficiency NUC method is obvi-
ously more effective for imagingWDR scenes. Since the coefficients
of high-efficiency NUC can be obtained by only three different
images, it can be used widely in infrared radiometry systems to
reduce the workload, simplify the equipment and save the time.
What has to be pointed out is that the proposed method is still lim-
ited in the theory of linearity. Combined with the multi-point NUC
method, which is suitable for nonlinear region, the high-efficiency
NUC could be discussed further and a large quantity of experi-
ments should be conducted in the future.
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