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Abstract

Based on the basic configuration and interference principle of a static step-mirror-based Fourier transform spectrometer,

an image segmentation method is proposed to obtain a one-dimensional interferogram. The direct current component of

the interferogram is fit using the least squares (LS) method and is subsequently removed. An empirical-mode decomposi-

tion-method-based high-pass filter is constructed to denoise the spectrum and enhance the spectral resolution simultan-

eously. Several experiments were performed and the spectrum is reconstructed based on these methods. The spectrum

resolution is 81 cm–1 at 2254 cm–1.
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Introduction

Fourier transform (FT) spectrometry is widely used in

many fields,1–5 such as material component analysis, envir-

onmental monitoring, life sciences, and modern medicine,

owing to its advantages, such as multiple channels, highly

luminous flux, high stability, high signal-to-noise (S/N) ratio,

and long operation life.6 The classical FT spectrometer is

generally based on the Michelson spectrometer and is tem-

porally modulated.6–8 It has a motion control system that

positions a moving mirror to achieve the desired optical

path differences (OPDs). To guarantee the accuracy of the

OPDs, the motion control system must be very precise,

which not only increases the cost and bulk of the device but

also decreases its stability.

To eliminate the influence of the precise motion system

on the FT spectrometer, researchers proposed spatially

modulated spectrometers. In 1992, Möller et al. first pro-

posed the step-mirror-based spectrometer9 and later his

co-workers studied its resolving power and applica-

tions.10–12 Möller’s spectrometer realized the goal of a

static interference system. To achieve a miniaturized and

lightweight FT spectrometer, Liang et al. proposed a step-

mirror-based FT spectrometer (SMFTS) and studied the

effect of diffraction, the design, and fabrication of lower

and higher step mirrors, etc.13–18 The core components

of SMFTS are two step mirrors fabricated by micro-optical

electromechanical system (MOEMS) technology. The inter-

ferogram of SMFTS is different from that of the classical one

because of the special configuration of the step mirrors and

the novel data processing and spectrum reconstruction

methods, which were developed.

Step-Mirror-Based Fourier Transform Spectrometry

Figure 1 shows a simplified configuration of the SMFTS. It is

composed of a light source, collimating system, sample

compartment, beam splitter, compensating plate, higher

step mirror, lower step mirror, expansion system, and

detector array. Its interference system is based on the

Michelson interferometer, but with two vertically placed
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step mirrors substituting the moving and static mirrors in

the classical device. This substitution makes the interfer-

ence process static.

Radiation emitted from the light source propagates

through the sample compartment and collimating system

to the beam splitter. The beam splitter then divides the

incident light into two beams. One beam is reflected

towards one of the step mirrors and the other is trans-

mitted to the other step mirror. The two beams of light are

reflected back by the two step mirrors and propagate

through the expansion system to finally reach to the detec-

tor array and form the interferogram.

Interference Principles

As shown in Figure 2, the height of the lower step mirror is

d and the height of the higher step mirror is D. Each step

mirror has M steps. The positions of the two step mirrors

are adjusted to make one of the OPDs zero so that the

space sampling interval is 2d. Let the light wavelength range

be �min, �max½ �, where �min and �max indicate the minimum

and maximum wavelengths that can be detected by the

detector array, respectively. According to the Nyquist–

Shannon criterion, the sampling frequency fs should satisfy

fs � 2fmax. The spatial sampling interval should therefore

satisfy 2d � �min=2, which means the height of one step of

the lower step mirror should be equal to or less than

�min=4. To obtain successive OPDs, the total height of

the lower step mirror should be equal to the height of

one step of the higher step mirror, i.e., D ¼M� d.

Suppose the OPD between the ith step of higher step

mirror and the jth step of the lower step mirror is

� i, jð Þ ¼ 0. This means the OPD between the (iþm)th step

of higher step mirror and the (jþn)th step of the lower step

mirror is � iþm, jþ nð Þ ¼ 2� ðm�D� n� d Þ. Let us

substitute � iþm, jþ nð Þ with � m, nð Þ so that the OPDs at

the detector array’s plane can be set as shown in Figure 3.

Data-Processing Principles

For an FT spectrometer, the relationship between the inter-

ferogram and spectrum is:

B sð Þ ¼ F I �ð Þ � Idc
� �

¼

Z 1
�1

I �ð Þ � Idc½ �e�i2�s�d� ð1Þ

where B sð Þ is the spectrum, I �ð Þ is the interferogram, Idc is

the direct current (DC) part of interferogram, and F indi-

cates the Fourier transformation.

Because they are affected by the lens fabrication accur-

acy, mechanical component accuracy, jitter, background

noise, etc., experimental interferograms often contain

background noise, distortion, phase errors, and so on.

Thus, an interferogram should be preprocessed before

spectral reconstruction. The preprocessing procedure

includes image division and dimension reduction, DC

offset removal, interferogram addressing, apodization, and

Figure 1. Simplified configuration of the SMFTS: (1) light source,

(2) collimating system, (3) sample compartment, (4) beam splitter,

(5) compensating plate, (6) higher step mirror, (7) lower step

mirror, (8) expansion system, and (9) detector array.

Figure 3. Optical path difference distribution at the detector

array.

Figure 2. Sketch of lower and higher step mirrors.
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phase correction. After the spectrum is reconstructed, we

applied the empirical-mode decomposition (EMD)-based

denoising method to reduce the noise level of the spectrum

and enhance the resolution.

Image Division and Dimension Reduction. Operation of the

spectrometer provides a two-dimensional (2D) interfero-

gram, which should be transformed to a one-dimensional

(1D) interferogram for reconstructing the spectrum. After

defining the area that has the same OPD as an interfero-

gram unit and assuming the size of the interferogram matrix

is N�N, one interferogram unit at the expansion system is

collected by n�n pixels in the detector array. Therefore,

we can divide the interferogram into M�M blocks, where

M¼N/n. The block size is approximately n � n, and each

block corresponds to a certain OPD.

According to the principle of SMFTS, each interferogram

unit corresponds to a certain OPD and different OPDs

correspond to different light intensities, which means that

edges between different units are clearly differentiable. The

various zones of OPDs could be determined by the geom-

etry of the step mirrors and the imaging of the aperture on

the detector. However, because of the fabrication accuracy

of the step mirrors and the optical system alignment errors,

the zones may not always accurate. Therefore, we applied

the Canny method to refine the edge locations with respect

to the predicted edge locations.19 Canny edge detection

can be used to find the edges of each unit because it can

detect both horizontal and vertical edges and suppress

noise to detect weak edges. The result of the edge detec-

tion could be used to accomplish the image division.

There may be some parts of the image that cannot be

divided properly. We can handle this problem by isolating

these parts and detecting the edges of each part separately

using the Canny method with different threshold values.

Finally, we can combine these results to obtain accurate

division for the whole interferogram.

For the purpose of suppressing random noise, we can

choose the median value of the area as its new value.

Arranging the median values in order of OPDs produces

a 1D interferogram.

Suppose I is the interferogram. The image division and

dimension reduction process can be expressed as Eq. 2 to

Eq. 5:
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where I0ij ¼ median Iuð Þ, Iu indicates one interferogram unit

of I, and median means the median value function.

Direct Current Offset Removal. Light intensity collected by

the detector array is the superposition of a DC offset,

which has a constant value, and an alternating current

(AC) offset, which has a changing value and determines

the shape of the spectrum. Classical DC offset removal

uses the 1D interferogram minus its mean value to obtain

the AC part. However, in practice, the DC offset is not

always a constant value but varies erratically with OPD

because of jitter, fabrication error of step mirrors, stability

of light source, etc. Therefore, simple subtraction of the

mean value is not enough to remove the entire DC offset of

the 1D interferogram. To obtain a satisfactory result, we

should fit the interferogram to find different DC values at

each position and then subtract those values. The DC offset

removal process can be described as Eq. 6:

Iac ¼ I0 � Idc ð6Þ

where Iac and Idc are the AC offset and DC offset of the

interferogram, respectively. I0 is the 1D interferogram.

Interferogram Addressing. The purpose of the addressing

process is to find the maximum value Imax of Iac and use

it as the light intensity value of the interferogram at zero

OPD (ZPD). The address of Imax is used as the axis origin

and other coordinates of the interferogram are arranged

according to it. More specifically, the sample points to the

right of Imax correspond to OPDs: �, 2�,L, and the

sample points to the left of Imax correspond to OPDs:

�1�, � 2�,L, where � is the sampling interval.

Interferogram Apodization. As described in Griffiths and

De Haseth,19 the effect of the apodization is to modify

the ILS in particular to trade spectral resolution against

oscillation in the line shape. The apodization process can

be expressed as:

Iapo ¼ Iac � Idc ð7Þ

where Iac is rearranged AC offset of the interferogram and

Win is the window function.

Interferogram Phase Correction. The first step of the phase

correction procedure is to correct the non-uniform sam-

pling caused by the height error of the higher and lower

step mirrors. The FT require uniform OPD interval between

various sample points to guarantee the accuracy of the recon-

structed spectra. In the first instance, the uniformity of the

OPD interval is determined by the precision of manufacturing

of the step mirrors and the optics and of the interferometer.

Table 1 shows the height test result of the step mirrors.

As we can see in Table 1, the height of lower and higher

step mirrors drifted from the ideal value, which makes

the sampling interval non-uniform. The maximal drift of

the lower and higher step mirrors are 34.4% and 17.5%,

respectively. According to Hirschfeld,21 the theoretical

maximum S/N ratio relates to the sampling errors:

SNRmax ¼
4

�x~nmax
ð8Þ

where �x is the root mean square error (RMSE) of the

sampling interval, ~nmax is the maximum wavenumber of the

source. To achieve an S/N ratio higher than 1000 in the

mid-infrared (IR) (~nmax¼ 4000 cm�1), �x should be less

than 10 nm, which is beyond the fabrication accuracy of

the step mirrors. This means the sampling interval between

different points may not be uniform. The fabrication errors

will add residual errors to OPD and consequently limit the

obtainable spectral precision.

The ways to deal with this problem contain interpol-

ation, non-uniform discrete FT, etc. Because the sampling

interval error could be calculated from the tested step

height, the interpolation method is used to correct the

non-uniformity.

The ideal OPD distribution is shown in Figure 3. We

define the height error as the tested value minus the

ideal one and one assumes that the height errors of

the (iþm)th step of the higher step mirror and the (jþn)th

step of the lower step mirror is H�iþm and h�jþn, respect-

ively. As discussed above, the OPD error between the two

steps should be:

�E iþm, jþ nð Þ ¼ 2� m�H�iþm � n� h�jþn

� �
ð9Þ

Assuming that �Ri (i ¼ 1, 2, � � �,N) is the real OPD dis-

tribution, �Ei (i ¼ 1, 2, � � �,N) is the error matrix, and �Ii
(i ¼ 1, 2, � � �,N) is the ideal OPD distribution, the correc-

tion details are as follows:

1. Test the step height of the lower and higher step mir-

rors, calculate the height deviation to the designed value

of each step;

Table 1. Step mirror height test results.

Maximum Minimum Mean Variance

Lower/nm 0.840 0.546 0.625 0.005

Higher/mm 22.375 16.500 20.251 1.116

Liang et al. 1351



2. Calculate the error matrix �Ei using Eq. 9;

�Ri ¼ �Ii � �Ei ð10Þ

4. Once �Ri is obtained, the residual sampling error is cor-

rected using an interpolation method.

The sampling position may drift from the ideal value due

to jitter and adjustment error of the optical system. This

introduces random phase errors to the interferogram.

Suppose the interferogram drifts �0 from ideal position, so

B sð Þ ¼
Z 1
�1

I �� �0ð Þ � Idcð Þe�i2�s�d� ð11Þ

To decrease the influence of �0 on the reconstructed

spectrum, phase correction should be performed before

the discrete FT. Many methods, such as the Forman,

Mertz, and Connes methods have been developed to realize

phase correction.23–25 Among these methods, the Connes

method critically requires symmetric double-sided sampling

data to decrease the phase error. The Mertz method oper-

ates in the spatial domain and is easy to compute. The

Forman method operates in the space domain and effectively

corrects both linear and non-linear phase errors. The Mertz

method is more computationally efficient compared to the

Forman methods due to the high computational require-

ments of convolution in the Forman method. However, if

single-sided interferograms are collected, which is done in

our experiments, the error in the Mertz method can be

significant, as the error can be greater than 1% transmis-

sion.26 To guarantee the accuracy of the reconstructed spec-

tra, the Forman method was chosen for phase correction.

The main idea behind the Forman method is to con-

struct a phase function by utilizing the symmetrical short

double-sided interferogram, and then using the inverse FT

of this function to correct the longer interferogram that is

used to obtain the spectrum. In detail:

1. Obtain the short double-sided interferogram;

2. Shift the short double-sided interferogram and perform

a FT

Bd sð Þ ¼ F Id �ð Þ
� �

ð12Þ

where Id �ð Þ is the short double-sided interferogram. After

the FT, we can calculate the phase error as:

’ nð Þ ¼ � arctan
Im nð Þ
Re nð Þ

ð13Þ

where Im nð Þ and Re nð Þ are the imaginary and real parts of

Bd sð Þ, respectively.

3. Construct the phase function and perform an

inverse FT

fp ¼ exp i’ nð Þ½ � ð14Þ

where fp is the phase function and ’ nð Þ is the phase error.

I0d �ð Þ ¼ F�1 fp
� �

ð15Þ

where I0d �ð Þ is the inverse FT of fp.

4. Perform the interferogram phase correction

I0 �ð Þ ¼ I �ð Þ � I0d �ð Þ ð16Þ

where I0 �ð Þ is the corrected interferogram, I �ð Þ is the ori-

ginal 1D interferogram, and � indicates convolution.

Empirical-Mode Decomposition Denoising Algorithm. Although

we implied a denoising method above, a certain amount of

noise still remains in the signal. An EMD-based filter is con-

structed to deal with the remaining noise. The EMD was

first proposed by Huang et al. at NASA26 and was widely

used in many fields.28–31 It is a data-driven method that

could be used to deal with non-stationary and non-linear

signals because its advantages of adaptively decomposing a

signal to different frequencies and high time-frequency

resolution.

The EMD method decomposes the signal to intrinsic

mode functions (IMF) by the shifting process (SP)

method. The IMF is identified by two characteristics: (1)

the number of extrema and the number of zero crossings

either be equal or differ at most by one in the whole data

set; and (2) the mean value of the upper envelope defined

by the local maxima and the lower envelope defined by the

local minima should be equal to zero.22

X tð Þ ¼
Xn
j¼1

cj tð Þ þ rn tð Þ ð17Þ

where, X tð Þ is the reconstructed signal, cj tð Þ is the intrinsic

mode function obtained by applying the EMD, and rn tð Þ is

the monotonic residue.

The spectral information is mainly contained in the

sudden change part, which corresponds to high frequency.

We proposed a high-pass filter based on the EMD result

because the EMD has the ability to decompose signals to

different frequencies.

The direct way to design a high-pass filter is to reserve

some of the low order IMFs, which correspond to the high

frequencies, and throw the others away. However, this

would lead to information loss because the low frequency

1352 Applied Spectroscopy 71(6)



parts also carry some information. Therefore, the method

we proposed uses all the IFMs to reconstruct the signal, but

the weights of the IMFs are changed.

X tð Þ ¼
Xn
j¼1

ajcj tð Þ þ r0n tð Þ ð18Þ

where aj is the coefficient of cj tð Þ, and r0n tð Þ is the residue.

The coefficient may be obtained by the process below:

1. Get the maximum value Mj of each IMFj, and calculate

their algebraic sum S;

2. Calculate the initial coefficient bj using Eq. 19:

bj ¼
Mj

S
ð19Þ

3. Calculate aj using Eq. 20:

aj¼

b1 þ� j ¼ 1

bj
j3

j ¼ 2, 3, � � �, n

8<
: ð20Þ

where � ¼ sumðbj � aj Þ, j ¼ 2, 3, � � �, n, sum means the

algebraic sum.

Once aj is obtained, we can reconstruct the signal using

Eq. 18 and then calculate the root mean square error

(RMSE) using Eq. 21 to see whether the method is effective

or not.

RMSE ¼
1

N

XN
j¼1

�
x jð Þ � x̂ jð Þ

�2( )1
2

ð21Þ

where x jð Þ is the original signal, x̂ jð Þ is the denoised signal,

and N is the length of the signal.

Experimental Results and Analysis. Figure 4 shows the proto-

type of SMFTS, and several experiments have been per-

formed with it to obtain the spectrum of acetonitrile (CH

3CN), which has an absorption peak at 2254 cm–1.17,32 A

SiC IR light source was used. The step differences for the

higher step mirror and the lower step mirror are 20 mm

and 0.625 mm, respectively. The sample interval is 1.25 mm.

The detector is a mercury–cadmium–telluride (MCT) mid-

IR focal-plane detector array that contains 320� 256 pixels

with a pixel size of 30� 30 mm.

According to FT spectrometer practice, two interfero-

grams are required: one with an empty sample compart-

ment and the other with the sample present. The

absorption interferogram of the sample can be obtained

by using the difference between the interferogram without

the sample and the interferogram with the sample.

The images are shown in Figure 5.

Using the Canny method described above, the 2D inter-

ferogram is divided into blocks. Figure 6a shows the 1D

interferogram after image segmentation, as we can see, it

is not exactly symmetric and the base line is curved, which

means the DC offset changes with OPD in a non-linear way.

To deal with the asymmetrical problem, we applied the

LS fitting method to estimate the correct baseline and used

it to perform the baseline correction. The results are

shown in Figure 6a and b. Figure 6b is more symmetrical

than Figure 6a and the corrected base line is almost equal

to zero.

After baseline correction, the interferogram is arranged

in OPD order and the result is shown in Figure 6c.

In the apodization procedure, the Happ–Genzel function

expressed in Eq. 22 is selected as the apodization

function.31

D �ð Þ ¼ 0:54þ cos ��=�maxð Þ ð22Þ

where �max indicates the maximum OPD. The apodization

result is shown in Figure 6d.

Figure 4. Prototype of the SMFTS: (1) light source, (2) colli-

mating system, (3) sample compartment, (4) beam splitter, (5)

compensating plate, (6) higher step mirror, (7) lower step mirror,

(8) expansion system, and (9) detector array.

Figure 5. Interferogram with no sample (a) and with sample (b).

Liang et al. 1353



Several experiments were performed with a narrow-band

filter, which has a band width of 6 cm–1 at 2347 cm–1. The

result is shown in Figure 7. The spectrum resolution (full

width at half height) is 81 cm–1.

A short double-sided interferogram containing 128

points on each side of the ZPD was chosen and the

points used for the discrete FT were corrected by

utilizing these points. The phase correction result is

shown in Figure 6e.

Figure 6f shows the normalized spectrum before and

after denoising (dotted line). As we can see in Figure 11,

the spectrum after denoising has lower slopes than before

and the spectral resolution is enhanced by 35 cm–1.

Figure 6. (a) One-dimensional interferogram and its baseline (white line); (b) interferogram after DC offset removal and its base line

(white line); (c) interferogram addressed in OPD order; and (d) interferogram after apodization. The apodization Happ–Genzel function

(e) and interferogram after phase correction with Forman method; (f) normalized spectrum before and after denoising.

Figure 7. Instrument line-shape function.
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The RMSE of the spectrum is less than 0.29. The spectrum

resolution is 81 cm–1 at 2254 cm–1.

Conclusion

The step mirrors, which are the key components of the

SMFTS, make the OPD distribution unique, and an image

segmentation method is proposed to handle this. One-

dimensional interferograms were obtained with the help

of this method. The interferogram base line is almost

equal to zero after correction using LS fitting; phase cor-

rection is done by the Forman method. Although the spec-

trum resolution is not satisfactory for many applications,

the absorption band due to the CN stretching mode of the

acetonitrile spectrum was obtained.

The EMD-based high-pass filter is proposed to denoise

the signals of the SMFTS and enhance the spectral reso-

lution. It is a data-driven method and has the desirable

characteristic of adaptive signal processing. This method

is suitable for other signals which have sharp peaks. If a

signal has more than one peak, we can break them into

some sub-sections before EMD and combine them

together after reconstruction.
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