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Abstract. This paper presents an effective technique to calibrate the binocular system. A collinear geometry
transformation is derived and introduced into the calibration process. First, we construct a virtual binocular sys-
tem with every two point pair in the same image, and then an analytic method based on the virtual binocular
system is proposed to calculate the internal and external parameters of left and right cameras. The structure
parameters are solved from the calibrated extrinsic parameters of each camera. All the parameters of the bin-
ocular system are calculated with only one image pair. Furthermore, an iterative refinement by minimizing the
metric distance error between the reconstructed point and the real point in a three-dimensional measurement
coordinate system is applied to enhance the calibration accuracy. Simulations and real experiments have been
carried out. The calibration accuracy is compared with the traditional calibration method. The results show that
the proposed calibration methods are efficient in improving the calibration accuracy and simply equipped. © 2017
Society of Photo-Optical Instrumentation Engineers (SPIE) [DOI: 10.1117/1.OE.56.10.103106]
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1 Introduction
The binocular stereo vision system is a three-dimensional
(3-D), noncontact, real-time, and high-precision measurement
technology.1 It is widely used in geometric measurement,
motion measurement, and other measurement applications.
Concerning its measurement accuracy, one of the most
important problems surrounding the binocular vision system
is the accuracy of the calibration.2–5 Considering stereo
vision system calibration, usually the whole process is di-
vided into two steps. At the first stage, the single camera
is calibrated to obtain the intrinsic parameters, extrinsic
parameters, and distortion coefficients.6–9 After that, the
structure parameters that represent the relative position and
rotation of the two cameras are determined. Many methods
have been put forward to calibrate the binocular system. For
example, Ref. 4 introduces an optimization method by min-
imizing the metric distance between actual and computed
object points in a 3-D coordinate system. The computed
object point is calculated by the intersection of target plane
and the corresponding ray. In Ref. 5, linear method and non-
linear optimization are combined to estimate the structure
parameters of a binocular vision sensor relying on vanishing
feature constraints and spacing constraints of parallel lines.
Usually, most calibration methods are based on the fact that
target position is determined. As we know, it is difficult to
obtain the accurate position between the target and the cam-
era. In addition, some calibration methods need high-preci-
sion movement. Hartley10 proposed a calibration method
based on rotation. This method requires at least three images
with different orientations of the same camera at the same
point in space to analyze point matching between images;
furthermore, pure rotation is required in this method, which
is difficult to ensure.11 Self-calibration uses constraints

among the system parameters to calibrate cameras,12–14

which makes it possible to calibrate the system using
unknown scenes and motions.

Nowadays, the genetic algorithms15 based on the struc-
tural light can calibrate the microscope vision parameters
without external references, so the errors of external referen-
ces are not introduced to the calibration process. In this
paper, a collinear geometric imaging transformation is pre-
sented. We propose a binocular system calibration method
based on this transformation. The proposed method calcu-
lates all the parameters by analytic algorithms and also with-
out any external references. During the analytic algorithms,
we divide the calibration process of the binocular vision sys-
tem into two parts: one part is to determine the internal and
external parameters and the distortion coefficients of left and
right cameras. The other part is to determine the structure
parameters, which describe the spatial relationship between
the two cameras. In addition, employing the image process
skill to extract observed points from images introduces the
extraction noise absolutely. The camera parameters are often
obtained through iteration with the constraint of minimizing
an objective function.4,16 So after the parameters are calcu-
lated with an analytic method, a nonlinear optimization proc-
ess is employed to refine all the parameters. The proposed
method is easy executive without any requirement of special
movement or calibration target position information. The rest
of the paper is organized to explain the proposed calibration
method by the following direction: in Sec. 2, the related work
on geometric relationship of binocular system is analyzed,
and the collinear geometry transformation is explained. Next,
the detailed procedure of the proposed calibration method is
described in Sec. 3. In Sec. 4, computer simulation experi-
ment and real data experiment are carried out to evaluate our
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method. The result of our experiment verifies accuracy of the
proposed method. The paper ends with some concluding
remarks in Sec. 5.

2 Related Research

2.1 Geometry of Binocular Vision System

The geometry of the binocular system is shown in Fig. 1. Ol
and Or are the optical centers of the left and right cameras,
respectively. For the same view of a 3-D field caught by left
camera and right camera, given a point m̃l in the left image,
its corresponding point m̃r in the right image, algebraically
the relationship between a 3-D point Mw and its image pro-
jections in the left and right cameras is written as follows:

EQ-TARGET;temp:intralink-;e001;63;598λlm̃l ¼ AlðRljTlÞM̃w; λrm̃r ¼ ArðRrjTrÞM̃w; (1)

EQ-TARGET;temp:intralink-;sec2.1;63;567Al ¼
2
4 fxl 0 u0l

0 fyl v0l
0 0 1

3
5; Ar ¼

2
4 fxr 0 u0r

0 fyr v0r
0 0 1

3
5;

where (Rl; Tl) and (Rr; Tr), called the extrinsic parameters,
are the rotation and translation, which relate to the world
coordinate system to the camera coordinate system, Al and
Ar are the intrinsic camera matrices consisting of the follow-
ing parameters: (fxl; fyl) and (fxr; fyr) are the effective focal
length and (u0l; v0l) and (u0r; v0r) are the coordinates of the
principal point. m̃ and M̃w are the homogeneous coordinates
of the image coordinate and object point coordinate Mw in
the world coordinate system, respectively; λl and λr are the
arbitrary scale factors. The structure parameters (R; T) can
be solved from the calibrated extrinsic parameters of each
camera

EQ-TARGET;temp:intralink-;e002;63;384R ¼ RrR−1
l ; T ¼ Tr − RrR−1

l Tl: (2)

The main aim of the binocular calibration procedure is to
determine the parameters to perform 3-D measurements. If
the stereo correspondence between two image points has
been established, then the calibrated camera parameters
can be applied to reconstruct the 3-D space coordinate by
triangulation.

2.2 Collinear Geometry

To explain the collinear geometry, we construct a virtual bin-
ocular system. For the virtual binocular system, the internal
camera parameters are the same as that in Fig. 1. The rotation
matrices Rl and Rr are the same as that in Fig. 1. The only
difference is that the translation vectors Tr and Tl are zero.
The geometry relationship is shown in Fig. 2, OwXwYwZw is
the coordinate system of the calibration target, i.e., the world
coordinate system. OlXlY lZl and OrXrYrZr are the left and
right camera coordinate systems, respectively. The two
planes are the right and left image planes, respectively.
A point M is imaged in the left and right cameras, denoted
as m̄1l ¼ ðU1l; V1l; 1Þ or m̄1r ¼ ðU1r; V1r; 1Þ. The virtual
image of P can be written as follows:

EQ-TARGET;temp:intralink-;e003;326;594λ1m̄1 ¼ AM̂; M̂ ¼ RnMw; and m̄1 ¼ ðU1; V1; 1Þ;
(3)

where n represents l or r. It can be found that the optical
central of the two cameras coincides. m̄1l and m̄1r lie in the
same line (the line connecting the object point and optical
center). The translation vector between the world coordinate
system and camera coordinate system is zero, the collinear
geometry relationship in the right camera coordinate system
is expressed as follows:

EQ-TARGET;temp:intralink-;e004;326;471

0
@ xlr

ylr
zlr

1
A ¼ R

0
@U1l

V1l

1

1
A; (4)

EQ-TARGET;temp:intralink-;e005;326;416

xlr − Ur1

U1r
¼ ylr − Vr1

V1r
¼ zlr − 1

1
; (5)

where mlr ¼ ðxlr; ylr; zlrÞ denotes the coordinate of m̄1l in
the right camera coordinate system. We assume the real
image captured by the binocular system is mðU;VÞ, which
is explained as Eq. (1). Compare the two projection equa-
tions [Eqs. (1) and (3)], the relationship between the virtual
and the real images can be obtained

EQ-TARGET;temp:intralink-;e006;326;312U1n ¼ auUn − bu; V1n ¼ avVn − bv; (6)

lO rOlX
rX

lY
rY

1olx

ly
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,l lR T

,r rR
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Fig. 1 The complete imaging geometrical model of binocular vision
system.
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Fig. 2 The complete imaging geometrical model of centroid coordi-
nate systems.
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EQ-TARGET;temp:intralink-;sec2.2;63;752

au ¼ 1þ t3n
z1

;

av ¼ 1þ t3n
z1

;

bu ¼
fxnt1n þ u0nt3n

z1
; and

bv ¼
fynt2n þ v0nt3n

z1
;

where tin is the i’th element of Tn and z1 is the z coordinate
of M̂.

3 Analytic Calibration Methods Based on Collinear
Geometry

3.1 Compute Distortion Coefficients

A camera usually exhibits significant lens distortion;2,9,17 it is
likely that the distortion function is totally dominated by
the radial components and especially dominated by the
first term. We choose the division model for radial distortion
as follow:

EQ-TARGET;temp:intralink-;e007;63;506mu − e ¼ ðmd − eÞ
1þ k1r2d þ k2r2dþ · · ·

; (7)

where k1; k2; : : : are the distortion coefficients, e ¼
ðdu; dv; 1ÞT is the homogeneous coordinate of the center of
distortion (COD), and rd is the pixel radius to e. In this paper,
we only consider the first two terms of radial distortion. We
adopt the method proposed in Ref. 18 to accurately estimate
the position of COD and solve the distortion coefficients.
Calculate the undistorted image points md from the detected
counterpartmu according to the distortion coefficients k1, k2,
COD [Eq. (7)]

EQ-TARGET;temp:intralink-;e008;63;362muðŪ; V̄Þ → mdðU;VÞ: (8)

3.2 Single Camera Calibration

To calculate the exact solution of a single camera’s param-
eters, we make a structure transform. We take the right cam-
era of the binocular system as an example. As shown in
Fig. 3, right camera is in position 1. The structure transform
is based on the assumption that there is another virtual cam-
era in position 2. The virtual camera’s internal parameters are
the same as the right camera’s. Upon this assumption, the
right camera and the virtual camera constitute a virtual
binocular system. A½MAðxA; yA; zAÞ� and B½MBðxB; yB; zBÞ�
are the two points on the target, m̃AðUA; VA; 1Þ) and
m̃BðUB; VB; 1Þ are images of A and B captured using the
right camera. Let T̄ ¼ MB −MA represents the vector AB in
the world coordinate system. If camera in position 2 satisfies
the follow relationship: The location of A 0 image in the
image plane of camera 2 is the same as that of B 0 image in
the image plane of camera 1, namely the coordinate of A in
the coordinate system of camera 2 is equal to the coordinate
of B in the coordinate system of camera 1. Then, we can
consider the image of B in camera 1 as the image of A on
camera 2. In this way, we get the images of A in left and right
cameras of the virtual binocular system. Assuming (Rr; Tr)
and (R2; T2) relate world coordinate system to camera coor-
dinate system in position 1 and position 2, respectively. The
requirement for the virtual binocular system is as follows:

EQ-TARGET;temp:intralink-;e009;326;473

�
R2 T2

0 1

��
MA

1

�
¼

�
Rr Tr

0 1

��
MB

1

�
: (9)

The right part of Eq. (9) can be written in the following
form:

EQ-TARGET;temp:intralink-;e010;326;407

�
Rr Tr

0 1

��
MA þ T

1

�
¼

�
Rr Tr

0 1

��
E T̄
0 1

��
MA

1

�
:

(10)

Then, we can get the following equations:

EQ-TARGET;temp:intralink-;e011;326;340R2 ¼ Rr; T2 ¼ RrT̄ þ Tr; (11)

EQ-TARGET;temp:intralink-;e012;326;314R12 ¼ I; T12 ¼ RrT̄; (12)

where R12 and T12 are the structure parameters of the virtual
binocular system relating the camera in position 2 to the
camera in position 1. Now, the images of two points in the
same picture are transformed to images of the same point in
two pictures. Then, m̃AðUA; VA; 1Þ and m̃BðUB; VB; 1Þ are
seen as the images of A captured by the binocular system.

Now, we calculate the internal and external parameters Ar
and (Rr; Tr) based on the above virtual binocular system. m̃A
and m̃B can be transformed to the virtual images with Eq. (6),
denoted as m̃A1ðUA1; VA1; 1Þ and m̃B1ðUB1; VB1; 1Þ, respec-
tively. As the extrinsic rotation matrix in position 1 is the
same as in position 2 (R2 ¼ Rr), we note that m̃A1 equals
to m̃B1. Then, the following relationship can be obtained:
EQ-TARGET;temp:intralink-;e013;326;144

ðr̄3rMA þ t3rÞ
�
UA −UB

VA −VB

�
¼
�−fx 0 UB − u0

0 −fy VB − v0

�
RrT̄;

(13)

where r̄ir represents the i’th row of Rr. Equation (13) is a
nonlinear equation of internal and external camera parameters.

B
A

1O2O

Target

Image plane 1

Image plane 2

( , )A Am u v
( , )B Bm u v

( , )A Am u v

T

( )12 12,R T

( )2 2,R T
( ),r rR T

Position 1Position 2

wO
wX

wYwZ

Fig. 3 The transformation of two points in the same image.
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To make this function work well, first we choose two image
pairs [MAðxA; yA; zAÞ;MBðxB; yB; zBÞ] and [M̄Aðx̄A; ȳA; z̄AÞ;
M̄Bðx̄B; ȳB; z̄BÞ]. If the two image pairs satisfy the condition
[T̄ ¼ T̄1 ¼ T

¯̄

· ½T̄ ¼ ðxB − xA; yB − yA; zB − zAÞ and T̄1 ¼
ðx̄B − x̄A; ȳB − ȳA; z̄B − z̄AÞ�, take the two image pairs into
Eq. (13), respectively, and two equations are obtained. Two
equations minus each other, then the following function is
obtained:
EQ-TARGET;temp:intralink-;e014;63;664

r̄3r½MAðUA − UBÞ − M̄AðŪA − ŪBÞ − ¯̄TðUB − ŪBÞ�
þ t3r½ðUA − UBÞ − ðŪA − ŪBÞ� ¼ 0: (14)

We can see that the only variables left in this equation are
r̄3r and t3r. This is a linear function about r̄3r and t3r. The
equation about ðVA; VB; V̄A; V̄BÞ can also be obtained. Note
that we cannot calculate r̄3l and t3l directly. Instead, we com-
pute r̄3r∕t3r. Then, the elements of r̄3r and t3r can be calcu-
lated with r̄231r þ r̄232r þ r̄233r ¼ 1, r̄ij is the j’th element in the
i’th row of Rr. This means noncoplanar target is needed in
this method.

To compute the rest parameters, we replace T̄ in Eq. (13)
with MB −MA, then Eq. (13) can be rewritten in the follow-
ing form:

EQ-TARGET;temp:intralink-;e015;63;490ð xb − xa yb − ya zb − za ÞPIX1

¼ r̄3rðMBUB −MAUAÞ þ t3rðUB − UAÞ (15)

EQ-TARGET;temp:intralink-;e016;63;440ð xb − xa yb − ya zb − za ÞPIX2

¼ r3rðMBVB −MAVAÞ þ t3rðVB − VAÞ; (16)

EQ-TARGET;temp:intralink-;sec3.2;326;741

PIX1 ¼

0
B@

fxrr11r þ u0rr31r
fxrr12r þ u0rr32r
fxrr13r þ u0rr33r

1
CA;

PIX2 ¼

0
B@

fyrr21r þ v0rr31r
fyrr22r þ v0rr32r
fyrr23r þ v0rr33r

1
CA:

Since r̄3r and t3r have been calculated with Eq. (14), the right
parts of Eqs. (15) and (16) are known. Only three point pairs
are needed to calculate the value of PIX1 and PIX2. After the
values of PIX1 and PIX2 are obtained, we can calculate
r̄1r; r̄2r; fxr; fyr; u0r, and v0r with the following equations:

EQ-TARGET;temp:intralink-;e017;326;593r̄1r × r̄2r ¼ r̄3r (17)

EQ-TARGET;temp:intralink-;e018;326;569r211r þ r212r þ r213r ¼ 1 and r221r þ r222r þ r223r ¼ 1: (18)

Then, t1r and t2r can be easily obtained. Now all the internal
and external parameters are obtained with only one picture. The
only requirement is aware of the points arrange information in
the target. The left camera can also be calibrated in the same
way above. The structure parameters can be solved from the
calibrated extrinsic parameters of each camera using Eq. (2).

Since no iterations are required, the proposed camera cal-
ibration method is computationally fast. All the parameters
of the binocular system can be obtained with only one image
pair (the left and right images). However, the proposed
method also has some limitations. It requires a noncoplanar
target. Of course, an iterative refinement of the results would

Fig. 4 Effects of pixel coordinates noise on calibration accuracy of the external parameters with an ana-
lytical method in Sec. 3.2: (a)–(c) the elements in the rotation matrix R; (d) the elements in the translation
vector T.
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also be applied to improve accuracy next. To sum up, the iter-
ative refinement process is mainly composed of two steps:

1. Refine left and right camera parameters, respectively:
project the feature point Mwj to image plane with a
pure perspective projection relationship. Compute the
distorted image point m̄uj (j represents the j’th point)
from the ideal point according to Eq. (6). Construct
the objective function that minimizes the discrepancy
between the calculated image point m̄uj and the

detected image point muj. At each iteration, the intrin-
sic, external parameters and distortion coefficients are
chosen as variables.

2. The Al; Ar, and (Rl; Tl) have been obtained in step (1);
in this step, we employ Levenberg–Marquardt algo-
rithm to the optimization of the structure parameters
(R; T). According to the collinear geometry, Mwj,
m̄1lj, and m̄1rj lie in the same line. Then, we calculate
the object point with the collinear geometry, denoted
as M̂wj. Construct the objective function that mini-
mizes the difference between the calculated object
point M̂wj and the true valueMwj under 3-D measure-
ment coordinate system. In this way, the error criterion
during the optimization process is in accordance with
that during vision measurement process.

4 Experimental Results

4.1 Computer Simulation

For the simulated binocular system, either of the simulated
camera’s image size is 2456 × 2058 pixels with the principal
point at ðu0; v0Þ ¼ ð1228; 1029Þ pixel. The skew factor is set
to zero. The distortion center is the same as the principal
point for simplification. The model plane is a checkerboard
target with 54 corners (9 × 6) uniformly distributed, and
the minimum point interval is 30 mm. The reference word
coordinate system is built on the target, and the Z axis is
perpendicular to the target. The rotation vector and translation
vector of the structure parameters are fixed as r ¼ ½0.1 deg;

Fig. 6 Effects of pixel coordinates noise on calibration accuracy with maximum likelihood estimation
method: (a) focal length fx and fy, (b) principal point, (c) distortion coefficients.

Fig. 5 Effects of pixel coordinates noise on calibration accuracy of the
internal parameters with an analytical method in Sec. 3.2.
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0.1 deg; 0.2 deg� and T ¼ ½80; 0; 0�. The orientation and the
translation between the word coordinate system and the left
camera are set as follows: object-to-camera distance is 400 to
800 mm and the angle between the target plane and the image
plane is 30 deg to 70 deg. Gaussian noise of mean 0 and stan-
dard deviations ranged from 0 pixel to 1 pixel is added to coor-
dinates of the images.

Figures 4 and 5 show the influence of noise on the relative
errors of intrinsic and structure parameters with an analytical
method in Sec. 3.1. The result is only the average result of
three times. In this part, we calculate the intrinsic and struc-
ture parameters with only 12 point pairs. All the curves
change greatly and the vibrate range tends to be larger
with higher noise level. This phenomenon can be explained
as that too few points are selected.

Figures 6 and 7 show the influence of noise on the relative
errors after refinement. The internal parameters calibration
result is compared with Zhang6 (the curve of fyz; fxz, u0z,
and v0z). It is noticeable that our method is better than Zhang
and produces smooth result in most cases than an analytical

Fig. 8 Effects of pixel coordinates noise on calibration accuracy: (a) the y axis represents the value of
ERMS and (b) the y axis represents the value of ED-D [Eq. (19)].

Fig. 9 The binocular vision system to be calibrated.

Fig. 7 Effects of pixel coordinates noise on calibration accuracy with maximum likelihood estimation
method, and the curves of variables marked with 3-D are results of Ref. 4, the others are results of
our method: (a) the rotation angels between the right and the left cameras and (b) the translation vector
between the right and the left cameras.
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method. The structure parameters calibration result is com-
pared with the 3-D method in Ref. 4. As we can see, the
absolute errors of the rotation vector R and the translation
vector T are reduced greatly after optimization and they
increase almost linearly with the noise level.

In addition, it is necessary to define suitable error criteria
for evaluating accuracy in terms of camera parameters. Two
error criteria are selected to evaluate the calibration accuracy:
the accuracy of calibration and the 3-D measurement are
evaluated.11,19 Using synthetic data generated with known
camera parameters, it is easy to calculate the averaged
Euclidean distance between the given global coordinates M
and the reconstructed global coordinate M̄. This is a criterion
for evaluating accuracy in terms of camera parameters
denoted as ERMS (the root mean square). The other error
criterion is defined to evaluate the astringency of the calibra-
tion method withD-value of two distances, one is the distance
between noise affected coordinatesM and the real coordinates
M̄, and the other is the distance between noise affected coor-
dinates and the reconstructed global coordinate ¯̄M. This error
criterion is represented as Eq. (19). Figure 8 displays the two
error criterions with respect to different noise levels

EQ-TARGET;temp:intralink-;e019;326;562ED−D ¼ 1

n

�XN
i¼1

kM − ~MðA;K; R; TÞk2

−
XN
i¼1

kM − ~̄MðĀ; K̄; R̄; T̄Þk2
�
: (19)

Table 1 Calibration results of the global optimization.

Left camera Right camera

Focal length (f x ; f y ) (2654.01486, 2653.99860) (2659.58722, 2660.14685)

Principle point (u0; v0) (939.44415, 317.11301) (898.47397, 407.47303)

Distortion coefficient (k1; k2) (−0.10938;−0.00139) (−0.10259;−0.00142)

Translation vector (t1; t2; t3) (−183.83186, 1.42684, 39.44175)

Rotation vector (0.00166, 0.42276, −0.00790Þ

Fig. 10 Accuracy verification experiment of the calibration method.

Fig. 11 The accuracy of the proposed calibration method: (a) the average reconstruction errors with
different distances and (b) the reconstructed target plane in 800 mm.
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4.2 Real Data

To evaluate the accuracy of the proposed calibration method,
accuracy evaluation experiments are conducted. The exper-
imental system is shown in Fig. 9, consisting of two mono-
chrome CCD cameras (the middle two cameras), with a
resolution of 2456 × 2058 pixels and a pixel size of 6.5 μm.
The target is shown in Fig. 10 and its size is 500 mm ×
500 mm. The images of the targets are captured by the bin-
ocular system randomly, which are in the range of the fol-
lowing position parameters: object-to-camera distance is
600 to 1000 mm. We choose the library function provided
by OPENCV to extract corners of the target and determined
the correspondence in the binocular imaging. The experi-
ments consist of two parts. The system is calibrated with our
method first, and the calibration results are shown in Table 1.
Next, the calibration accuracy is analyzed. 3-D coordinates
of the feature points in target are reconstructed and the aver-
age reconstruction error is calculated as shown in Fig. 11(a).
The reconstructed target plane in 800 mm is shown in
Fig. 11(b).

5 Conclusion
In this paper, a noniterative and effective camera calibration
method is proposed. The noniterative method overcomes
many problems with the conventional iterative approach.
Moreover, only one image pair is needed to solve the bin-
ocular system parameters. For the refinement of structure
parameters, the objective function is established by minimiz-
ing metric distance between the reconstructed point and the
real point in 3-D space. In this case, the error criterion during
the optimization process is in accordance with that during the
subsequent measurement process. This is more persuasive
than the traditional 2-D method. The reconstructed point
is calculated by the collinear geometry. Experiments on syn-
thetic and real data have been compared with the conven-
tional method. When the standard division of the noise is
smaller than 1 pixel, the relative errors of internal camera
parameters are smaller than 1.25% and the absolute errors of
structure parameters are smaller than 0.045 deg or 0.4 mm.
The result demonstrates the advantage of this approach. This
proposed calibration method can be used in both single
camera and binocular system calibration. The whole calibra-
tion procedure is easily constructed without any special
requirement.
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