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#### Abstract

This paper presents an effective technique to calibrate the binocular system．A collinear geometry transformation is derived and introduced into the calibration process．First，we construct a virtual binocular sys－ tem with every two point pair in the same image，and then an analytic method based on the virtual binocular system is proposed to calculate the internal and external parameters of left and right cameras．The structure parameters are solved from the calibrated extrinsic parameters of each camera．All the parameters of the bin－ ocular system are calculated with only one image pair．Furthermore，an iterative refinement by minimizing the metric distance error between the reconstructed point and the real point in a three－dimensional measurement coordinate system is applied to enhance the calibration accuracy．Simulations and real experiments have been carried out．The calibration accuracy is compared with the traditional calibration method．The results show that the proposed calibration methods are efficient in improving the calibration accuracy and simply equipped．© 2017 Society of Photo－Optical Instrumentation Engineers（SPIE）［DOI：10．111711．0E［56．10．103106］
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## 1 Introduction

The binocular stereo vision system is a three－dimensional （3－D），noncontact，real－time，and high－precision measurement technology．It is widely used in geometric measurement， motion measurement，and other measurement applications． Concerning its measurement accuracy，one of the most important problems surrounding the binocular vision system is the accuracy of the calibration ${ }^{-1}$ Considering stereo vision system calibration，usually the whole process is di－ vided into two steps．At the first stage，the single camera is calibrated to obtain the intrinsic parameters，extrinsic parameters，and distortion coefficients． B After that，the structure parameters that represent the relative position and rotation of the two cameras are determined．Many methods have been put forward to calibrate the binocular system．For example，Ref．$母$ introduces an optimization method by min－ imizing the metric distance between actual and computed object points in a 3－D coordinate system．The computed object point is calculated by the intersection of target plane and the corresponding ray．In Ref．5，linear method and non－ linear optimization are combined to estimate the structure parameters of a binocular vision sensor relying on vanishing feature constraints and spacing constraints of parallel lines． Usually，most calibration methods are based on the fact that target position is determined．As we know，it is difficult to obtain the accurate position between the target and the cam－ era．In addition，some calibration methods need high－preci－ sion movement．Hartley proposed a calibration method based on rotation．This method requires at least three images with different orientations of the same camera at the same point in space to analyze point matching between images； furthermore，pure rotation is required in this method，which is difficult to ensure Self－calibration uses constraints
among the system parameters to calibrate cameras，『『 which makes it possible to calibrate the system using unknown scenes and motions．

Nowadays，the genetic algorithms ${ }^{15}$ based on the struc－ tural light can calibrate the microscope vision parameters without external references，so the errors of external referen－ ces are not introduced to the calibration process．In this paper，a collinear geometric imaging transformation is pre－ sented．We propose a binocular system calibration method based on this transformation．The proposed method calcu－ lates all the parameters by analytic algorithms and also with－ out any external references．During the analytic algorithms， we divide the calibration process of the binocular vision sys－ tem into two parts：one part is to determine the internal and external parameters and the distortion coefficients of left and right cameras．The other part is to determine the structure parameters，which describe the spatial relationship between the two cameras．In addition，employing the image process skill to extract observed points from images introduces the extraction noise absolutely．The camera parameters are often obtained through iteration with the constraint of minimizing an objective function． lated with an analytic method，a nonlinear optimization proc－ ess is employed to refine all the parameters．The proposed method is easy executive without any requirement of special movement or calibration target position information．The rest of the paper is organized to explain the proposed calibration method by the following direction：in Sec．［1］the related work on geometric relationship of binocular system is analyzed， and the collinear geometry transformation is explained．Next， the detailed procedure of the proposed calibration method is described in Sec．3．In Sec． 7 ，computer simulation experi－ ment and real data experiment are carried out to evaluate our

[^0][^1]method. The result of our experiment verifies accuracy of the proposed method. The paper ends with some concluding remarks in Sec. 5 .

## 2 Related Research

### 2.1 Geometry of Binocular Vision System

The geometry of the binocular system is shown in Fig. (1). $O_{l}$ and $O_{r}$ are the optical centers of the left and right cameras, respectively. For the same view of a 3-D field caught by left camera and right camera, given a point $\tilde{m}_{l}$ in the left image, its corresponding point $\tilde{m}_{r}$ in the right image, algebraically the relationship between a 3-D point $M_{w}$ and its image projections in the left and right cameras is written as follows:
$\lambda_{l} \tilde{m}_{l}=A_{l}\left(R_{l} \mid T_{l}\right) \tilde{M}_{w}, \quad \lambda_{r} \tilde{m}_{r}=A_{r}\left(R_{r} \mid T_{r}\right) \tilde{M}_{w}$,
$A_{l}=\left[\begin{array}{ccc}f_{x l} & 0 & u_{0 l} \\ 0 & f_{y l} & v_{0 l} \\ 0 & 0 & 1\end{array}\right], A_{r}=\left[\begin{array}{ccc}f_{x r} & 0 & u_{0 r} \\ 0 & f_{y r} & v_{0 r} \\ 0 & 0 & 1\end{array}\right]$,
where $\left(R_{l}, T_{l}\right)$ and ( $R_{r}, T_{r}$ ), called the extrinsic parameters, are the rotation and translation, which relate to the world coordinate system to the camera coordinate system, $A_{l}$ and $A_{r}$ are the intrinsic camera matrices consisting of the following parameters: $\left(f_{x l}, f_{y l}\right)$ and $\left(f_{x r}, f_{y r}\right)$ are the effective focal length and $\left(u_{0 l}, v_{0 l}\right)$ and $\left(u_{0 r}, v_{0 r}\right)$ are the coordinates of the principal point. $\tilde{m}$ and $\tilde{M}_{w}$ are the homogeneous coordinates of the image coordinate and object point coordinate $M_{w}$ in the world coordinate system, respectively; $\lambda_{l}$ and $\lambda_{r}$ are the arbitrary scale factors. The structure parameters $(R, T)$ can be solved from the calibrated extrinsic parameters of each camera
$R=R_{r} R_{l}^{-1}, T=T_{r}-R_{r} R_{l}^{-1} T_{l}$.
The main aim of the binocular calibration procedure is to determine the parameters to perform 3-D measurements. If the stereo correspondence between two image points has been established, then the calibrated camera parameters can be applied to reconstruct the 3-D space coordinate by triangulation.


Fig. 1 The complete imaging geometrical model of binocular vision system.

### 2.2 Collinear Geometry

To explain the collinear geometry, we construct a virtual binocular system. For the virtual binocular system, the internal camera parameters are the same as that in Fig. [1. The rotation matrices $R_{l}$ and $R_{r}$ are the same as that in Fig. []. The only difference is that the translation vectors $T_{r}$ and $T_{l}$ are zero. The geometry relationship is shown in Fig. $2, O_{w} X_{w} Y_{w} Z_{w}$ is the coordinate system of the calibration target, i.e., the world coordinate system. $O_{1} X_{1} Y_{1} Z_{1}$ and $O_{r} X_{r} Y_{r} Z_{r}$ are the left and right camera coordinate systems, respectively. The two planes are the right and left image planes, respectively. A point $M$ is imaged in the left and right cameras, denoted as $\bar{m}_{1 l}=\left(U_{11}, V_{11}, 1\right)$ or $\bar{m}_{1 r}=\left(U_{1 \mathrm{r}}, V_{1 \mathrm{r}}, 1\right)$. The virtual image of $P$ can be written as follows:

$$
\begin{equation*}
\lambda_{1} \bar{m}_{1}=A \hat{M}, \quad \hat{M}=R_{n} M_{w}, \quad \text { and } \quad \bar{m}_{1}=\left(U_{1}, V_{1}, 1\right), \tag{3}
\end{equation*}
$$

where $n$ represents $l$ or $r$. It can be found that the optical central of the two cameras coincides. $\bar{m}_{1 l}$ and $\bar{m}_{1 r}$ lie in the same line (the line connecting the object point and optical center). The translation vector between the world coordinate system and camera coordinate system is zero, the collinear geometry relationship in the right camera coordinate system is expressed as follows:
$\left(\begin{array}{c}x_{l r} \\ y_{l r} \\ z_{l r}\end{array}\right)=R\left(\begin{array}{c}U_{1 l} \\ V_{1 l} \\ 1\end{array}\right)$,
$\frac{x_{l r}-U_{r 1}}{U_{1 r}}=\frac{y_{l r}-V_{r 1}}{V_{1 r}}=\frac{z_{l r}-1}{1}$,
where $m_{l r}=\left(x_{l r}, y_{l r}, z_{l r}\right)$ denotes the coordinate of $\bar{m}_{1 l}$ in the right camera coordinate system. We assume the real image captured by the binocular system is $m(U, V)$, which is explained as Eq. (11). Compare the two projection equations [Eqs. (11) and (3)], the relationship between the virtual and the real images can be obtained
$U_{1 n}=a_{u} U_{n}-b_{u}, \quad V_{1 n}=a_{v} V_{n}-b_{v}$,


Fig. 2 The complete imaging geometrical model of centroid coordinate systems.
$a_{u}=1+\frac{t_{3 n}}{z_{1}}$,
$a_{v}=1+\frac{t_{3 n}}{z_{1}}$,
$b_{u}=\frac{f_{x n} t_{1 n}+u_{0 n} t_{3 n}}{z_{1}}, \quad$ and
$b_{v}=\frac{f_{y n} t_{2 n}+v_{0 n} t_{3 n}}{z_{1}}$,
where $t_{\text {in }}$ is the $i$ 'th element of $T_{n}$ and $z_{1}$ is the $z$ coordinate of $\hat{M}$.

## 3 Analytic Calibration Methods Based on Collinear Geometry

### 3.1 Compute Distortion Coefficients

A camera usually exhibits significant lens distortion; $\square^{\square} \square_{i t}$ is likely that the distortion function is totally dominated by the radial components and especially dominated by the first term. We choose the division model for radial distortion as follow:
$m_{u}-e=\frac{\left(m_{d}-e\right)}{1+k_{1} r_{d}^{2}+k_{2} r_{d}^{2}+\cdots}$,
where $k_{1}, k_{2}, \ldots$ are the distortion coefficients, $e=$ $(d u, d v, 1)^{\mathrm{T}}$ is the homogeneous coordinate of the center of distortion (COD), and $r_{d}$ is the pixel radius to $e$. In this paper, we only consider the first two terms of radial distortion. We adopt the method proposed in Ref. 18 to accurately estimate the position of COD and solve the distortion coefficients. Calculate the undistorted image points $m_{d}$ from the detected counterpart $m_{u}$ according to the distortion coefficients $k_{1}, k_{2}$, COD [Eq. (7)]
$m_{u}(\bar{U}, \bar{V}) \rightarrow m_{d}(U, V)$.


Fig. 3 The transformation of two points in the same image.

### 3.2 Single Camera Calibration

To calculate the exact solution of a single camera's parameters, we make a structure transform. We take the right camera of the binocular system as an example. As shown in Fig. 3, right camera is in position 1. The structure transform is based on the assumption that there is another virtual camera in position 2. The virtual camera's internal parameters are the same as the right camera's. Upon this assumption, the right camera and the virtual camera constitute a virtual binocular system. $A\left[M_{A}\left(x_{A}, y_{A}, z_{A}\right)\right]$ and $B\left[M_{B}\left(x_{B}, y_{B}, z_{B}\right)\right]$ are the two points on the target, $\tilde{m}_{A}\left(U_{A}, V_{A}, 1\right)$ ) and $\tilde{m}_{B}\left(U_{B}, V_{B}, 1\right)$ are images of $A$ and $B$ captured using the right camera. Let $\bar{T}=M_{B}-M_{A}$ represents the vector $A B$ in the world coordinate system. If camera in position 2 satisfies the follow relationship: The location of $A^{\prime}$ image in the image plane of camera 2 is the same as that of $B^{\prime}$ image in the image plane of camera 1 , namely the coordinate of $A$ in the coordinate system of camera 2 is equal to the coordinate of $B$ in the coordinate system of camera 1 . Then, we can consider the image of $B$ in camera 1 as the image of $A$ on camera 2. In this way, we get the images of $A$ in left and right cameras of the virtual binocular system. Assuming $\left(R_{r}, T_{r}\right)$ and ( $R_{2}, T_{2}$ ) relate world coordinate system to camera coordinate system in position 1 and position 2, respectively. The requirement for the virtual binocular system is as follows:

$$
\left(\begin{array}{cc}
R_{2} & T_{2}  \tag{9}\\
0 & 1
\end{array}\right)\binom{M_{A}}{1}=\left(\begin{array}{cc}
R_{r} & T_{r} \\
0 & 1
\end{array}\right)\binom{M_{B}}{1} .
$$

The right part of Eq. (9) can be written in the following form:

$$
\left(\begin{array}{cc}
R_{r} & T_{r}  \tag{10}\\
0 & 1
\end{array}\right)\binom{M_{A}+\bar{T}}{1}=\left(\begin{array}{cc}
R_{r} & T_{r} \\
0 & 1
\end{array}\right)\left(\begin{array}{cc}
E & \bar{T} \\
0 & 1
\end{array}\right)\binom{M_{A}}{1} .
$$

Then, we can get the following equations:
$R_{2}=R_{r}, T_{2}=R_{r} \bar{T}+T_{r}$,
$R_{12}=I, T_{12}=R_{r} \bar{T}$,
where $R_{12}$ and $T_{12}$ are the structure parameters of the virtual binocular system relating the camera in position 2 to the camera in position 1 . Now, the images of two points in the same picture are transformed to images of the same point in two pictures. Then, $\tilde{m}_{A}\left(U_{A}, V_{A}, 1\right)$ and $\tilde{m}_{B}\left(U_{B}, V_{B}, 1\right)$ are seen as the images of $A$ captured by the binocular system.

Now, we calculate the internal and external parameters $A_{r}$ and $\left(R_{r}, T_{r}\right)$ based on the above virtual binocular system. $\tilde{m}_{A}$ and $\tilde{m}_{B}$ can be transformed to the virtual images with Eq. (6), denoted as $\tilde{m}_{A 1}\left(U_{A 1}, V_{A 1}, 1\right)$ and $\tilde{m}_{B 1}\left(U_{B 1}, V_{B 1}, 1\right)$, respectively. As the extrinsic rotation matrix in position 1 is the same as in position $2\left(R_{2}=R_{r}\right)$, we note that $\tilde{m}_{A 1}$ equals to $\tilde{m}_{B 1}$. Then, the following relationship can be obtained:
$\left(\bar{r}_{3 r} M_{A}+t_{3 r}\right)\binom{U_{A}-U_{B}}{V_{A}-V_{B}}=\left(\begin{array}{ccc}-f_{x} & 0 & U_{B}-u_{0} \\ 0 & -f_{y} & V_{B}-v_{0}\end{array}\right) R_{r} \bar{T}$,
where $\bar{r}_{i r}$ represents the $i$ 'th row of $R_{r}$. Equation (13) is a nonlinear equation of internal and external camera parameters.

To make this function work well, first we choose two image pairs $\left[M_{A}\left(x_{A}, y_{A}, z_{A}\right), M_{B}\left(x_{B}, y_{B}, z_{B}\right)\right]$ and $\left[\bar{M}_{A}\left(\bar{x}_{A}, \bar{y}_{A}, \bar{z}_{A}\right)\right.$, $\left.\bar{M}_{B}\left(\bar{x}_{B}, \bar{y}_{B}, \bar{z}_{B}\right)\right]$. If the two image pairs satisfy the condition $\left[\bar{T}=\bar{T}_{1}=T \cdot\left[\bar{T}=\left(x_{B}-x_{A}, y_{B}-y_{A}, z_{B}-z_{A}\right) \quad\right.\right.$ and $\quad \bar{T}_{1}=$ $\left.\left(\bar{x}_{B}-\bar{x}_{A}, \bar{y}_{B}-\bar{y}_{A}, \bar{z}_{B}-\bar{z}_{A}\right)\right]$, take the two image pairs into Eq. (13), respectively, and two equations are obtained. Two equations minus each other, then the following function is obtained:

$$
\begin{align*}
& \bar{r}_{3 r}\left[M_{A}\left(U_{A}-U_{B}\right)-\bar{M}_{A}\left(\bar{U}_{A}-\bar{U}_{B}\right)-\overline{\bar{T}}\left(U_{B}-\bar{U}_{B}\right)\right] \\
& \quad+t_{3 r}\left[\left(U_{A}-U_{B}\right)-\left(\bar{U}_{A}-\bar{U}_{B}\right)\right]=0 . \tag{14}
\end{align*}
$$

We can see that the only variables left in this equation are $\bar{r}_{3 r}$ and $t_{3 r}$. This is a linear function about $\bar{r}_{3 r}$ and $t_{3 r}$. The equation about $\left(V_{A}, V_{B}, \bar{V}_{A}, \bar{V}_{B}\right)$ can also be obtained. Note that we cannot calculate $\bar{r}_{3 l}$ and $t_{3 l}$ directly. Instead, we compute $\bar{r}_{3 r} / t_{3 r}$. Then, the elements of $\bar{r}_{3 r}$ and $t_{3 r}$ can be calculated with $\bar{r}_{31 r}^{2}+\bar{r}_{32 r}^{2}+\bar{r}_{33 r}^{2}=1, \bar{r}_{i j}$ is the $j$ 'th element in the $i$ 'th row of $R_{r}$. This means noncoplanar target is needed in this method.

To compute the rest parameters, we replace $\bar{T}$ in Eq. (13) with $M_{B}-M_{A}$, then Eq. (13) can be rewritten in the following form:

$$
\begin{align*}
& \left(\begin{array}{ccc}
x_{b}-x_{a} & y_{b}-y_{a} & \left.z_{b}-z_{a}\right) P_{I X 1} \\
\quad=\bar{r}_{3 r}\left(M_{B} U_{B}-M_{A} U_{A}\right)+t_{3 r}\left(U_{B}-U_{A}\right) \\
\left(x_{b}-x_{a}\right. & y_{b}-y_{a} & \left.z_{b}-z_{a}\right) P_{I X 2} \\
\quad=\bar{r}_{3 r}\left(M_{B} V_{B}-M_{A} V_{A}\right)+t_{3 r}\left(V_{B}-V_{A}\right)
\end{array} .\right.
\end{align*}
$$


$P_{I X 1}=\left(\begin{array}{l}f_{x r} r_{11 r}+u_{0 r} r_{31 r} \\ f_{x r} r_{12 r}+u_{0 r} r_{32 r} \\ f_{x r} r_{13 r}+u_{0 r} r_{33 r}\end{array}\right)$,
$P_{I X 2}=\left(\begin{array}{c}f_{y r} r_{21 r}+v_{0 r} r_{31 r} \\ f_{y r} r_{22 r}+v_{0 r} r_{32 r} \\ f_{y r} r_{23 r}+v_{0 r} r_{33 r}\end{array}\right)$.
Since $\bar{r}_{3 r}$ and $t_{3 r}$ have been calculated with Eq. (14), the right parts of Eqs. (15) and (16) are known. Only three point pairs are needed to calculate the value of $P_{I X 1}$ and $P_{I X 2}$. After the values of $P_{I X 1}$ and $P_{I X 2}$ are obtained, we can calculate $\bar{r}_{1 r}, \bar{r}_{2 r}, f_{x r}, f_{y r}, u_{0 r}$, and $v_{0 r}$ with the following equations:
$\bar{r}_{1 r} \times \bar{r}_{2 r}=\bar{r}_{3 r}$
$r_{11 r}^{2}+r_{12 r}^{2}+r_{13 r}^{2}=1 \quad$ and $\quad r_{21 r}^{2}+r_{22 r}^{2}+r_{23 r}^{2}=1$.
Then, $t_{1 r}$ and $t_{2 r}$ can be easily obtained. Now all the internal and external parameters are obtained with only one picture. The only requirement is aware of the points arrange information in the target. The left camera can also be calibrated in the same way above. The structure parameters can be solved from the calibrated extrinsic parameters of each camera using Eq. (2).

Since no iterations are required, the proposed camera calibration method is computationally fast. All the parameters of the binocular system can be obtained with only one image pair (the left and right images). However, the proposed method also has some limitations. It requires a noncoplanar target. Of course, an iterative refinement of the results would

Fig. 4 Effects of pixel coordinates noise on calibration accuracy of the external parameters with an analytical method in Sec.3.4 (a)-(c) the elements in the rotation matrix R; (d) the elements in the translation vector $T$.
also be applied to improve accuracy next. To sum up, the iterative refinement process is mainly composed of two steps:

1. Refine left and right camera parameters, respectively: project the feature point $M_{w j}$ to image plane with a pure perspective projection relationship. Compute the distorted image point $\bar{m}_{u j}$ ( $j$ represents the $j$ 'th point) from the ideal point according to Eq. (6). Construct the objective function that minimizes the discrepancy between the calculated image point $\bar{m}_{u j}$ and the


Fig. 5 Effects of pixel coordinates noise on calibration accuracy of the internal parameters with an analytical method in Sec. 3.2.

detected image point $m_{u j}$. At each iteration, the intrinsic, external parameters and distortion coefficients are chosen as variables.
2. The $A_{l}, A_{r}$, and ( $R_{l}, T_{l}$ ) have been obtained in step (1); in this step, we employ Levenberg-Marquardt algorithm to the optimization of the structure parameters $(R, T)$. According to the collinear geometry, $M w_{j}$, $\bar{m}_{1 l j}$, and $\bar{m}_{1 r j}$ lie in the same line. Then, we calculate the object point with the collinear geometry, denoted as $\hat{M}_{w j}$. Construct the objective function that minimizes the difference between the calculated object point $\hat{M}_{w j}$ and the true value $M w_{j}$ under 3-D measurement coordinate system. In this way, the error criterion during the optimization process is in accordance with that during vision measurement process.

## 4 Experimental Results

### 4.1 Computer Simulation

For the simulated binocular system, either of the simulated camera's image size is $2456 \times 2058$ pixels with the principal point at $\left(u_{0}, v_{0}\right)=(1228,1029)$ pixel. The skew factor is set to zero. The distortion center is the same as the principal point for simplification. The model plane is a checkerboard target with 54 corners $(9 \times 6)$ uniformly distributed, and the minimum point interval is 30 mm . The reference word coordinate system is built on the target, and the $Z$ axis is perpendicular to the target. The rotation vector and translation vector of the structure parameters are fixed as $r=[0.1 \mathrm{deg}$,



Fig. 6 Effects of pixel coordinates noise on calibration accuracy with maximum likelihood estimation method: (a) focal length $f x$ and $f y$, (b) principal point, (c) distortion coefficients.
$0.1 \mathrm{deg}, 0.2 \mathrm{deg}]$ and $T=[80,0,0]$. The orientation and the translation between the word coordinate system and the left camera are set as follows: object-to-camera distance is 400 to 800 mm and the angle between the target plane and the image plane is 30 deg to 70 deg . Gaussian noise of mean 0 and standard deviations ranged from 0 pixel to 1 pixel is added to coordinates of the images.

Figures 4 and 5 show the influence of noise on the relative errors of intrinsic and structure parameters with an analytical method in Sec. 3.1. The result is only the average result of three times. In this part, we calculate the intrinsic and structure parameters with only 12 point pairs. All the curves change greatly and the vibrate range tends to be larger with higher noise level. This phenomenon can be explained as that too few points are selected.

Figures 6 and $\overline{7}$ show the influence of noise on the relative errors after refinement. The internal parameters calibration result is compared with $\mathrm{Zhang}^{6}$ (the curve of $f y_{z}, f x_{z}, u 0_{z}$, and $v 0_{z}$ ). It is noticeable that our method is better than Zhang and produces smooth result in most cases than an analytical


Fig. 9 The binocular vision system to be calibrated.


Fig. 7 Effects of pixel coordinates noise on calibration accuracy with maximum likelihood estimation method, and the curves of variables marked with 3-D are results of Ref. 7 , the others are results of our method: (a) the rotation angels between the right and the left cameras and (b) the translation vector between the right and the left cameras.


Fig. 8 Effects of pixel coordinates noise on calibration accuracy: (a) the $y$ axis represents the value of ERMS and (b) the $y$ axis represents the value of ED-D [Eq. (19)].


Fig. 10 Accuracy verification experiment of the calibration method.

In addition, it is necessary to define suitable error criteria for evaluating accuracy in terms of camera parameters. Two error criteria are selected to evaluate the calibration accuracy: the accuracy of calibration and the 3-D measurement are evaluated Using synthetic data generated with known camera parameters, it is easy to calculate the averaged Euclidean distance between the given global coordinates $M$ and the reconstructed global coordinate $\bar{M}$. This is a criterion for evaluating accuracy in terms of camera parameters denoted as ERMS (the root mean square). The other error criterion is defined to evaluate the astringency of the calibration method with $D$-value of two distances, one is the distance between noise affected coordinates $M$ and the real coordinates $\bar{M}$, and the other is the distance between noise affected coordinates and the reconstructed global coordinate $\overline{\bar{M}}$. This error criterion is represented as Eq. (19). Figure 8 displays the two error criterions with respect to different noise levels

$$
\begin{align*}
E_{D-D}= & \frac{1}{n}\left[\sum_{i=1}^{N}\|M-\vec{M}(A, K, R, T)\|^{2}\right. \\
& \left.-\sum_{i=1}^{N}\|M-\overrightarrow{\bar{M}}(\bar{A}, \bar{K}, \bar{R}, \bar{T})\|^{2}\right] . \tag{19}
\end{align*}
$$

Table 1 Calibration results of the global optimization.

|  | Left camera | Right camera |
| :--- | :---: | :---: |
| Focal length $\left(f_{x}, f_{y}\right)$ | $(2654.01486,2653.99860)$ | $(2659.58722,2660.14685)$ |
| Principle point $\left(u_{0}, v_{0}\right)$ | $(939.44415,317.11301)$ | $(898.47397,407.47303)$ |
| Distortion coefficient $\left(k_{1}, k_{2}\right)$ | $(-0.10938,-0.00139)$ | $(-0.10259,-0.00142)$ |
| Translation vector $\left(t_{1}, t_{2}, t_{3}\right)$ |  | $(-183.83186,1.42684,39.44175)$ |
| Rotation vector | $(0.00166,0.42276,-0.00790)$ |  |



Fig. 11 The accuracy of the proposed calibration method: (a) the average reconstruction errors with different distances and (b) the reconstructed target plane in 800 mm .

### 4.2 Real Data

To evaluate the accuracy of the proposed calibration method, accuracy evaluation experiments are conducted. The experimental system is shown in Fig. 9 , consisting of two monochrome CCD cameras (the middle two cameras), with a resolution of $2456 \times 2058$ pixels and a pixel size of $6.5 \mu \mathrm{~m}$. The target is shown in Fig. 10 and its size is $500 \mathrm{~mm} \times$ 500 mm . The images of the targets are captured by the binocular system randomly, which are in the range of the following position parameters: object-to-camera distance is 600 to 1000 mm . We choose the library function provided by OPENCV to extract corners of the target and determined the correspondence in the binocular imaging. The experiments consist of two parts. The system is calibrated with our method first, and the calibration results are shown in Table [1. Next, the calibration accuracy is analyzed. 3-D coordinates of the feature points in target are reconstructed and the average reconstruction error is calculated as shown in Fig. 11(a). The reconstructed target plane in 800 mm is shown in Fig. 11(b).

## 5 Conclusion

In this paper, a noniterative and effective camera calibration method is proposed. The noniterative method overcomes many problems with the conventional iterative approach. Moreover, only one image pair is needed to solve the binocular system parameters. For the refinement of structure parameters, the objective function is established by minimizing metric distance between the reconstructed point and the real point in 3-D space. In this case, the error criterion during the optimization process is in accordance with that during the subsequent measurement process. This is more persuasive than the traditional 2-D method. The reconstructed point is calculated by the collinear geometry. Experiments on synthetic and real data have been compared with the conventional method. When the standard division of the noise is smaller than 1 pixel, the relative errors of internal camera parameters are smaller than $1.25 \%$ and the absolute errors of structure parameters are smaller than 0.045 deg or 0.4 mm . The result demonstrates the advantage of this approach. This proposed calibration method can be used in both single camera and binocular system calibration. The whole calibration procedure is easily constructed without any special requirement.
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