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Infrared images are characterized by low signal-to-noise ratio and low contrast. Therefore, the edge
details are easily immerged in the background and noise, making it much difficult to achieve infrared
image edge detail enhancement and denoising. This article proposes a novel method of Gaussian mixture
model-based gradient field reconstruction, which enhances image edge details while suppressing noise.
First, by analyzing the gradient histogram of noisy infrared image, Gaussian mixture model is adopted to
simulate the distribution of the gradient histogram, and divides the image information into three parts
corresponding to faint details, noise and the edges of clear targets, respectively. Then, the piecewise func-
tion is constructed based on the characteristics of the image to increase gradients of faint details and sup-
press gradients of noise. Finally, anisotropic diffusion constraint is added while visualizing enhanced
image from the transformed gradient field to further suppress noise. The experimental results show that
the method possesses unique advantage of effectively enhancing infrared image edge details and sup-
pressing noise as well, compared with the existing methods. In addition, it can be used to effectively
enhance other types of images such as the visible and medical images.

� 2016 Elsevier B.V. All rights reserved.
1. Introduction properly choose the threshold values. Another method is based on
Image enhancement technology plays an important role in the
whole image processing [1,2] and has been applied to many areas,
such as remote sensing image, medical image [3,4], stereo image
and retinex image [5–7]. Generally, infrared images have small sig-
nal to noise ratio (SNR) and low contrast, therefore the edge detail is
easily immerged in the background and noise, making it difficult for
target detection and tracking [8,9]. In order to provide high-quality
infrared image information for applications, it is necessary to
enhance edge details and denoising. For noisy infrared images, edge
details can be enhanced by traditional methods, but noise increases
simultaneously. This is because the weak details are submerged in
the noise. For example, the classic histogram equalization [10,11]
algorithms produce an unsatisfactory result when they enhance
noisy infrared images. Therefore, it is a challenge and necessary
for infrared image detail enhancement and denoising.

Many improvements have been proposed such as platform
histogram equalization [12,13] and double platform histogram
equalization [8,14]. They enhance the image details and suppress
noise by setting one or two platform thresholds. But it is difficult to
histogram specification [15]. Wang et al. find the guiding function
by maximizing the entropy, under the constraints that the mean
brightness. Other typical methods for infrared image enhancement
and denoising are based on wavelet transform [16–18]. Zhou et al.
use a stationary multi-wavelet transform method to remove noise
[16]. Wang et al. extract signal from noise according to phases and
modulus maxima of dyadic wavelet transform coefficients of the
infrared image, and the wavelet coefficients belonging to noise are
eliminated at each scale [17]. Ni et al. combine wavelet modulus and
local singularity into a joint conditional model to build an elementary
edgemap, then theedgemapwithgeometric consistency isupdated to
reduce noise in infrared images while enhancing edges [18]. For most
infrared images, the abovewavelet-basedmethods can suppress noise
and enhance edge details. However, the complexity of the wavelet-
based methods limits their application in engineering.

Gradients of the image play an important role, where the gradi-
ents are big and image edge details are clear. Wang et al. uses the
image gradient to adaptively determine the scale and orientation
of anisotropic Gaussian filter, and this suppresses noise while pre-
serving the edge details [19]. Zuo et al. enhance image texture and
denoising by enforcing the gradient histogram of the denoised
image to be close to a reference gradient histogram of the original
image [20]. In [21], Zhao et al. enhance the edge details of the
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infrared image by constructing a Gaussian function to expand the
gradient histogram. For noise-free images, it can achieve good
results. However, for noise images, it enhances image details while
increasing noise. In this paper, Gaussian mixture model-based gra-
dient field reconstruction for infrared image detail enhancement
and denoising is proposed. Gaussian mixture model is used to sim-
ulate the distribution of the gradient histogram, dividing the gradi-
ents into three ranges corresponding to faint details, noise and the
edges of clear targets and background, respectively. Then, the
piecewise function is constructed to increase gradients of faint
details and suppress gradients of noise, which will be introduced
in part A of Section 2. In order to further suppress noise, anisotro-
pic diffusion constraint is added while reconstructing enhanced
image from the converted gradient field, which will be introduced
in part B of Section 2. The effectiveness of the proposed method
will be discussed in Section 3, followed by a brief conclusion.

2. Proposed method

For a pixel iðx1; x2Þ � X in the infrared image I; where
ðx1; x2Þ � X ¼ ½0; L� 1� � ½0;W � 1�, if the gradient is riðx; yÞ; then
gradient magnitude value jriðx; yÞj and gradient direction h are
defined as:

riðx; yÞ ¼ @iðx; yÞ
@x

;
@iðx; yÞ
@y

� �
ð1Þ
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where r represents the gradient operator. In order to obtain the
gradient histogram of the infrared image, we calculate the his-
togram of the image using the gradient values instead of the gray
level values. For example, the gradient magnitude map and gradient
histogram of the infrared image are shown in Fig. 1.

As can be seen from Fig. 1(a), faint details of noisy infrared
image are fuzzy, such as the windows of the ship. And the gradi-
ents of the faint details are small, as shown in Fig. 1(b). Fig. 1(c)
is the gradient histogram of the noisy infrared image. It consists
of three ranges: small gradient range corresponding to faint details,
the transition range of the small gradients to large gradients
mainly containing noise, and large gradient range corresponding
to clear object edges. What we will do is using Gaussian mixture
model to simulate the distribution of the gradient histogram,
dividing the gradient histogram into the above three gradient
ranges. Then, the piecewise function is constructed based on the
characteristics of the correspondent gradient range to enhance
the faint details while suppressing noise.

A. Gaussian mixture model-based gradient field enhancement
Fig. 1. An example about infrared image and its gradient histogram, (a) noisy infrared im
represents the gradient values and ordinate represents the normalized frequency of the
The gradient distribution pgði gÞ; where i g ¼ jrij is the gradient
value of the pixel i, of the input image I can be modeled as a density
function composed of a linear combination of functions [22]:

pgði gÞ ¼
XN
n¼1

P gðwnÞpgði g wnj Þ ð4Þ

where P gðwnÞ is the prior probability of the Gaussian component wn

and pg i g wnj� �
is the nth component density. The component density

function is defined as:

pgði g jwnÞ ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2pr2

wn

q exp � i g � lwn

� �2
2r2

wn

 !
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where lwn
and r2

wn
are the mean and the variance of gradients of the

nth component, respectively.
A Gaussian mixture model is completely determined by the

parameters h ¼ PðwnÞ;lwn
;r2

wn

	 
N
n¼1

. In order to estimate h;

maximum-likelihood-estimation techniques are widely used, such
as the expectation maximization (EM) algorithm [23]. Assuming
the gradientsrI ¼ i g1 ; i

g
2 ; . . . ; i

g
L�W

	 

are independent, the likelihood

of gradients rI is computed as follows:

fðrI; hÞ ¼
Y
8k
pði gk ; hÞ ð6Þ

In order to easily analyze equation (6), the log-likelihood is
used:

LðrI; hÞ ¼ log fðrI; hÞ ¼
X
8k

p i gk ; h
� � ð7Þ

The goal of the estimation is to find ĥ which maximizes the log-
likelihood, which is expressed as:

ĥ ¼ argmax
h

LðrI; hÞ ð8Þ

The EM is a local optimization algorithm, and it is sensitive to
initial value [23]. Here, we use its improved variant: the
Figueiredo–Jain (FJ) algorithm [24], which overcomes the major
shortcomings of the EM algorithm, for parameter estimation. It
can automatically remove the data that is not supported in the pro-
cess of estimation, which avoids the generation of the variation
element. In addition, it sets an element for each sample, and allows
an arbitrary initial value of the EM algorithm as the initial guess
value of the element. The initial guess value can be distributed into
the whole space by continuous sampling. The detailed description
of the FJ algorithm can be found in Figueiredo and Jain’s paper [24].
Fig. 2 illustrates the Gaussian mixture model distribution of the
gradient histogram of Fig. 1(c).

As is shown in Fig. 2(a), the gradient histogram is modeled
using three Gaussian components, i.e., N = 3. The close match
between the gradient histogram (shown as blue line) and the
age; (b) gradient magnitude map; (c) gradient histogram, where the horizontal axis
gradient values.



Fig. 2. (a) Gaussian mixture model distribution of the gradient histogram of Fig. 1(c); (b)–(d) gradient maps corresponding to the gradient ranges of [0,19), [19,41) and
[41,109], respectively.
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Gaussian mixture model fit (shown as purple, green and red lines)
is obtained using the FJ algorithm. The intersection points (the cal-
culation method of the intersection points can be found in [25])
denoted by black circles between Gaussian components divide
the gradient histogram into three gradient ranges of [0,19),
[19,41) and [41,109], respectively. And their gradient maps are
shown in Fig. 2(b) and (c). Here, to clearly show the gradient maps
of different gradient ranges, other gradients outside corresponding
range are expressed as 0. Fig. 2(b) is the gradient map of range
([0,19)), and it contains the gradients of faint details, such as the
windows of the ship (enlarged view as shown in the lower right
corner denoted by red rectangle). The gradient map of the transi-
tion range ([19,41)) of the small gradients to large gradients is
shown in Fig. 2(c), and it mainly contains noise. The large gradient
range ([41,109]) contains the edges of clear targets and back-
ground, as shown in Fig. 2(d).

To enhance the faint details of infrared image while suppressing
noise, based on characteristics of different gradient ranges, the
piecewise function is constructed to increase the gradients of faint
details while suppressing the gradients of the noise, which is
expressed as follows.

Fði gÞ ¼

1þ 3 cos
i g�i g
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where Fð�Þ is the piecewise function, and i gws
n

n o3

n¼1
and i g

wb
n

n o3

n¼1
are

the small gradient and big gradient of the intersection points of
Gaussian component wn, respectively. So, the enhanced gradient
field is expressed as follows:

E ¼ Fðjru0jÞ � ru0

jru0j ð10Þ

where E is the enhanced gradient field, u0 is the input infrared
image, and ru0

jru0 j is to keep the direction of image gradient field
unchanged. Fig. 3 illustrates the piecewise function and the
enhanced gradient magnitude map and images, and the original
image is shown in Fig. 1(a).

From Fig. 3(a) can be seen that in the range of [0,19) correspond-
ing to faint details, the function values are greater than 1, and corre-
sponding gradients are increased. In the range of [19,41) mainly
containing noise, the function values are smaller than 1, and
corresponding gradients are reduced. In the range of [41,109] corre-
sponding to the edges of clear targets and background, the function
values are close to 1, and corresponding gradients are preserved.
Fig. 3(b) illustrates that the gradients of faint details are increased
and gradients of noise are suppressed. Then, the faint details are
enhanced while suppressing noise, such as the windows of the ship
in Fig. 3(c). However, the reconstructed image still contains a small
amount of noise. To further suppress noise, anisotropic diffusion
constraint is added while reconstructing enhanced image from the
converted gradient field, which will be introduced in section B.
And the final enhanced image is shown Fig. 3(d). Edge details of
the image are clear and noise is effectively suppressed.

B. Image visualization with anisotropic diffusion constraint

Now we have obtained the enhanced gradient field E. To find a
closest image u whose gradients have the least-squared-error to E,
we can minimize the following functional:

GðuÞ ¼
ZZ

X
jru� Ej2 ð11Þ

With the variation method, the Euler–Lagrange equation of (11)
is as:

Du ¼ divE ð12Þ
Using gradient descent algorithm, we may find:

@u
@t

¼ Du� divE ð13Þ

where D is the Laplace operator, and div the divergence operator.
The solution u of (13) contains a small amount of noise, as shown
in Fig. 3(c). To further suppress noise, anisotropic diffusion con-
straint is added in the iterations of (13).



Fig. 3. (a) The piecewise function of Fig. 1(a); (b) enhanced gradient magnitude map; (c) reconstructed image from enhanced gradient field; (d) enhanced image by the
proposed method.
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Anisotropic diffusion model [26,27] is:

@u
@t

¼ div ½gðjrujÞru� ð14Þ

gð�Þ is diffusion coefficient that controls the behavior of diffusion.
Here, gð�Þ is defined as:

gðjrujÞ ¼ e

� jruj

i g
ws
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1
and i gws

1
are the big gradient and small gradient of the

intersection points of Gaussian component w1.
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þ 0:3 � i g

wb
1
� i gws

1

 �
is to reduce the spread of diffusion function

when gradient values are small, which can preserve the weak edge
details. In flat areas, jruj is small, then the diffusion equation as a
low pass filter for smoothing. In the edge region, jruj is large, then
the diffusion behavior of the diffusion equation is not obvious,
which preserve the edge information. Comprehensively considering
the image edge details enhancement and noise suppression, (13) is
redefined as follows:

@u
@t

¼ Du� divEþ kdiv gðjrujÞru½ � ð16Þ

where k adjusts the proportion of the two parts above. Using finite
difference method, the discrete iterative form of (16) is:

unþ1 ¼ un þ sfDun � divEþ kdiv½gðjrunjÞrun�g ð17Þ
where n represents the number of iterations, and s represents the
time step.

3. Experimental results

To verify the effectiveness of the method, comparing it with his-
togram equalization with maximum entropy-based method
(HEME) [15], gradient histogram estimation and preservation-
based method (GHEP) [20], gradient field specification with
Gaussian function-based method (GFSGF) [21], and anisotropic dif-
fusion constraint is added while reconstructing enhanced image
from the specification gradient field of [21] (GFSGFADC), we con-
duct a lot of experiments. The number of iterations n is taken as
20, and k is taken as 0.25. Here are some experimental results.

Fig. 4(a) is an original noisy infrared image. HEME improves the
contrast of the image, but noise is also enhanced, as shown in Fig. 4
(b). GHEP effectively suppresses noise, but weak details are not
obviously enhanced, as shown in Fig. 4(c). Fig. 4(d) is the result
of GFSGF. Image edge details are significantly enhanced while
increasing noisy. Based on GFSGF, we add anisotropic diffusion
constraint to suppress noisy, and the result is shown in Fig. 4(e).
Noise is partially suppressed, and visual effect is improved. The
result of the proposed method is shown in Fig. 4(f). It effectively
enhances image edge details and suppresses noise such as the
armored car and the woods.

Fig. 5(a) is another noisy infrared image, and the image has
unclear texture edges and small SNR. Using HEME, the image con-
trast is improved, and the details are clearer than Fig. 5(a). GHEP
increases SNR of the image and weak details are preserved, as
shown in Fig. 5(c). GFSGF and GFSGFADC effectively enhance edge
details, but the enhanced images have bigger noise than Fig. 5(a),
as shown in Fig. 5(d) and (e). The enhanced image by the proposed
method is shown in Fig. 5(f). The texture edges are very clear and
noise is effectively suppressed.

Fig. 6(a) is a fuzzy infrared image containing much noise in the
dark background. HEME, GFSGF and GFSGFADC respectively
enhance image details, but noise is magnified, as shown in
Fig. 6(b), (d) and (e). GHEP effectively suppresses noise, and pre-
serves edge detail information, as shown in Fig. 6(c). Compared
with the previous four methods, the image enhanced by the pro-
posed method has the clearest edge details and the best visual
effect.

To give a quantitative comparison, the measure linear index of
fuzziness [28,29] is used in this paper, which is denoted as c.



Fig. 4. Experimental results comparison of the armored car. (a) Original noisy infrared image. (b) HEME. (c) GHEP. (d) GFSGF. (e) GFSGFADC. (f) Proposed method.

Fig. 5. Experimental results comparison of the buildings. (a) Original noisy infrared image. (b) HEME. (c) GHEP. (d) GFSGF. (e) GFSGFADC. (f) Proposed method.
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c ¼ 2
L �W

XL
x¼1

XW
y¼1

min bxy; ð1� bxyÞ
� � ð18Þ

bxy ¼ sin
p
2
� 1� uxy

umax

� �� �
ð19Þ

where uxy is the gray value of the pixel ðx; yÞ in the image u, and umax

is the maximum gray value. A small value of c represents a good
enhancement of the image. The values of c of all the enhanced
images obtained by each method are listed in Table 1. Table 1 shows
that the values of c of the enhanced images by the proposed method
are smaller than other methods, indicating that our method has a
good performance for infrared image detail enhancement and
denoising.

The noisy infrared images have been enhanced and denoising
by our method, showing a good performance. In addition, the pro-
posed method can also enhance other types of images. Fig. 7
shows the noisy visible and medical images enhanced by the



Fig. 6. Experimental results comparison of the car. (a) Original noisy infrared image. (b) HEME. (c) GHEP. (d) GFSGF. (e) GFSGFADC. (f) Proposed method.

Fig. 7. Experimental results comparison of visible and medical images. (a) Original noisy visible image. (b) Proposed method. (c) HE. (d) Original noisy medical image. (e)
Proposed method. (f) HE.

F. Zhao et al. / Infrared Physics & Technology 76 (2016) 408–414 413
proposed method and the classic histogram equalization (HE)
algorithm.

Fig. 7(a) and (d) is the noisy visible and medical images with
much noise and fuzzy edge details, respectively. HE improves the
image contrast, but the image has been over-enhanced and noise
increases, as shown in Fig. 7(c) and (f). After the enhancement by
the proposed method, the edge details are clear and noise is effec-
tively suppressed, as shown in Fig. 7(b) and (e).



Table 1
Objective comparison of image enhancement using c.

Original
image

HEME GHEP GFSGF GFSGFADC Proposed
method

Fig. 4 0.2384 0.2557 0.2383 0.2425 0.2181 0.2148
Fig. 5 0.5380 0.5460 0.5312 0.4980 0.4922 0.4865
Fig. 6 0.1163 0.1312 0.1250 0.1164 0.1120 0.1111
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4. Conclusion

In this paper, we present a method of Gaussian mixture model-
based gradient field reconstruction for infrared image detail
enhancement and denoising. Comparing with other methods, the
proposed algorithm has several advantages for infrared image
detail enhancement and denoising. Firstly, Gaussian mixture
model is adopted to divide the gradients into three ranges corre-
sponding to faint details, noise and the edges of clear targets and
background, respectively. Secondly, the piecewise function is con-
structed to increase gradients of faint details and suppress gradi-
ents of noise. Thirdly, anisotropic diffusion constraint is added
while reconstructing enhanced image, which can further suppress
noise. The experimental results prove that the proposed method
performs efficiently. Furthermore, our method can be used to
effectively enhance other types of images such as the visible and
medical images.
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